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1. Introduction

The chemical composition of the earth’s atmosphere
has been an area of general research interest for
many decades.1 However, increased attention to a
number of environmental issues has fostered a more
detailed focus in recent years. These environmental
drivers include such topics as (i) the destruction of
stratospheric ozone via photochemical cycles involv-
ing industrial halocarbons and their reaction prod-
ucts,2 (ii) the alteration of the radiative balance of

the earth’s atmosphere due to the buildup of infrared
absorbing gases and other constituents in the upper
troposphere and lower stratosphere,3 (iii) the produc-
tion and transport of ozone and other pollutants in
the troposphere,4-8 and (iv) the role of the atmo-
spheric sulfur cycle in aerosol and cloud particle
formation.9,10 Each topic requires quantitative infor-
mation on the mechanistic details and time scales
for atmospheric chemical transformations. Inherent
in such quantification are the atmospheric lifetimes
of the applicable source gases and the rates of the
initial (generally oxidative) steps in their atmospheric
degradation. In this paper, we will examine the
concept of an atmospheric lifetime, the role that
reactions of tropospheric hydroxyl radicals (OH) play
in its quantification, the range of methods used for
its estimation, and its applicability in quantifying
some environmental impacts of source gas emissions.
We will then review the various laboratory tech-
niques used in the experimental determination of OH
rate constants, and after examining some of the
possible errors associated with each, we will discuss
some of the difficulties encountered in producing a
recommended data set for atmospheric modeling
purposes.

2. Atmospheric Burden and Lifetime

2.1. Conceptual Framework

The definition and quantification of an atmospheric
residence time or lifetime for a trace gas emitted at
the earth’s surface are fundamental to understanding
the relationship between the budget and the trends
of that gas and one or more of the environmental
issues mentioned in the introduction. When properly
balanced, the budget of a trace gas, RH, will quan-
titatively account for the various sources and sinks
of the gas together with its global atmospheric
burden or concentration (CRH

global). The latter is de-
fined as the total mass of the gas integrated over the
entire atmosphere (troposphere and stratosphere),
although the identification of individual burdens for
these different regions (CRH

trop and CRH
strat) can also be

important in quantifying certain environmental im-
pacts. These burdens are often defined for modeling
purposes as the products of molar or mass mixing
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ratios in the region of interest (XRH
trop and XRH

strat) times
the total atmospheric mass of that region (Mtrop and
Mstrat)

with the global burden being the sum of those in the
troposphere and stratosphere.

The global atmospheric lifetime (τRH
global) of a trace

gas is the time required to turn over or exchange its
global burden.11 The lifetime depends on both atmo-
spheric chemistry and dynamics and, therefore, may
depend on the location of the sources.12 A trend in
the burden occurs when the magnitudes of the
sources (emissions or production terms, P’s) and sinks
(loss terms, L’s) differ. For a gas whose atmospheric
burden is not changing (i.e., is in steady state), the
atmospheric lifetime (defined as the ratio of the
global atmospheric burden to the total atmospheric

removal rate) can be written as

where the global losses are the sum of those in the
troposphere and stratosphere or in another exchange-
able reservoir (e.g., CH3Br in the ocean mixing
layer).13

The global lifetime is one of the key factors that
determine the environmental impact of a source gas
emitted to the atmosphere. Similar equations can be
written for any of the subregions into which the
atmosphere can be divided for the purpose of model-
ing.

where i denotes the troposphere, stratosphere,14 or
even smaller regions, which have utility in modeling
the environmental effects. When defined thusly, the
loss rate for a specified region is quantified relative
to the burden of the species only within that region
(not within the global atmosphere) and the global
lifetime is related to the region lifetimes by a mass-
weighted sum of reciprocals, that is,
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However, it is more useful to consider how a loss
process in a particular region of the atmosphere
affects the global burden of a trace gas. For such
purposes, the region lifetimes (τRH

i ) of a species RH
can be redefined to reflect their relation to the global
atmospheric burden of that species.15,16

Thus, the mass weighting is no longer necessary and
eq 7 can be rewritten as

where τRH
i are defined by eq 8. This is the definition

of loss rates that we will use in this paper, similar
to the discussions in an earlier review of this topic.17

In the case of uniform distribution of the compound
within a particular region, its local loss rate can be
presented as

where kj
i are first-order rate coefficients associated

with various removal processes in the ith region.
Thus, combining eqs 8-10, the lifetime of a species
in the global atmosphere can be calculated as

However, given that all species (and their loss
processes) are not uniformly distributed over the
entire atmosphere, τRH

global should really be calculated
by integrating over the atmosphere rather than
summing over the regions

where τRH
j is the lifetime of the source gas due to its

removal via a particular jth process calculated for the
global atmosphere. Note the similarities between eq
12 and eq 9, where the global atmospheric lifetime
can be determined as a summation either over
atmospheric regions (eq 9) or over atmospheric loss
processes (eq 12).

Generally speaking, neither the temporal behavior
of the global burden of a source gas nor its concentra-
tion in any local region can be described by an
exponential dependence with a single decay param-
eter, τRH

global. Rather, it will have a complicated func-
tional dependence described by parameters associ-
ated with inter-region transport rates and local loss

rate coefficients, kj
i. Nevertheless, the global atmo-

spheric lifetime as defined has important utility as
a factor for assessing the integrated impact on the
earth’s atmosphere due to emission of a source gas.

For long-lived source gases, which are well-mixed
over the troposphere, eq 11 can be simplified as

where the j’s refer to different tropospheric removal
processes. In such cases, the tropospheric lifetime can
be calculated from rate constants for removal pro-
cesses (kj) and, therefore, the atmospheric lifetime
can be determined on the basis of results of labora-
tory studies of these processes. The term for the
stratospheric lifetime cannot be as easily simplified.
Because of very slow transport and the very strong
altitudinal dependence of incoming UV radiation
between about 200 and 220 nm, an absorbing source
gas is never distributed uniformly over the entire
stratosphere. Therefore, even for a long-lived com-
pound, which is well-mixed in the troposphere, the
stratospheric lifetime can only be obtained from
detailed modeling of photolysis and transport. Note
that for the majority of hydrogen-containing source
gases the dominating removal process is their reac-
tion with tropospheric hydroxyl, and (τRH

strat)-1 is usu-
ally only a small correction in eq 13.

For well-mixed (relatively long-lived) source gases
whose burdens change on long time scales, τRH

global

does a reasonable job in describing their changing
burdens. This is important (and useful) in assessing
and evaluating possible environmental impacts due
to emission of industrial chemicals. This will be
illustrated in a later discussion of time-dependent
ozone depletion potentials (ODPs) and global warm-
ing potentials (GWPs).

In cases where one or more of the loss processes
are not strictly first order in the concentration of the
species of interest, the concept of a lifetime is still
valid and it can be computed using instantaneous
first-order rate coefficients. For some species, the
atmospheric lifetime can depend on their own atmo-
spheric abundances; that is, there are chemical
feedbacks that can alter the rate of a loss process.
Perhaps the best-known example of this is methane
(CH4), whose tropospheric concentration is largely
controlled via its reaction with the hydroxyl radical
and directly influences the tropospheric OH concen-
tration via the same reaction. Thus, an increase in
the atmospheric abundance of CH4 reduces the OH
concentration and leads to a longer CH4 lifetime.18-20

A more complex (and opposite) chemical feedback
occurs for N2O. In this case, an increase in the
atmospheric abundance of N2O increases the abun-
dance of NOx in the stratosphere, thereby depleting
stratospheric ozone and increasing the UV flux in the
atmosphere. This subsequently leads to more rapid
photolysis of N2O and a shorter lifetime.23

2.2. Atmospheric Removal Processes
There is a variety of processes that act to remove

a trace gas from either the troposphere or the
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stratosphere (or, in some cases, from both). For
reactive trace gases (which are the focus of this
review), the main tropospheric loss occurs via gas-
phase oxidation reactions involving OH (throughout
the sunlit troposphere), O3 and NOx (during both day
and night, especially in polluted urban environ-
ments), and Cl (primarily in the boundary layer over
oceanic regions). Tropospheric photolysis can become
important (depending on the rates of other loss
processes) for gases having absorption cross sections
>10-23 cm2 at wavelengths greater than about 300
nm. There are several heterogeneous reaction pro-
cesses that can also be important in the tropo-
sphere.21 These include uptake and hydrolysis in the
oceans, uptake and microbial loss in soils and other
terrestrial ecosystems, and removal by hydrolysis in
clouds or aerosols. Of these three, oceanic removal
is generally considered to be the most important,
given the sparse data on soil interactions and limited
applicability of cloud hydrolysis to more than a few
species.22 Stratospheric loss processes are essentially
limited to gas phase reactions [principally with OH
and O(1D)] and to UV photolysis. Solar radiation
between about 200 and 220 nm penetrating the
stratosphere makes photolysis in this region typically
a more important atmospheric sink than it is in the
troposphere because of generally much larger ab-
sorption cross sections of chemicals in this wave-
length range (with the exception of I- and multi-Br-
containing hydrocarbons that are rapidly photolyzed
in the troposphere at wavelengths longer than 300
nm).

In most cases, the lifetime of a relatively long-lived
gas does not depend on the geographical location of
its emission to the atmosphere and is, therefore, an
environmental property of the compound. However,
depending on the time scales over which the various
loss processes occur, transport from one region of the
atmosphere to another can play an important role
in the determination of the lifetime/residence
time.13,23-25 For example, the lifetimes of short-lived
(i.e., highly reactive) gases are controlled primarily
by loss processes near the location of their sources,
and transport from such locations is often limited.
Thus, these gases are generally not well-mixed
throughout an atmospheric region and their concen-
trations will be largest near the source regions and
away from the sink regions. As a result, the lifetimes
of such species will depend on the location and season
of their emissions and are not unique environmental
properties of the compounds in contrast to the long-
lived ones. Even for species whose atmospheric
lifetimes exceed the approximate 1/2-year time scale
required for intra-hemispheric mixing, the lifetime
may not be a constant. This can be due either to
temporal variations (on short or long time scales) in
the reactive species responsible for the loss or to the
existence of a highly complex set of control mecha-
nisms and exchanges between different reservoirs.
An example of this latter case is CO2, whose abun-
dance is controlled by exchange among the atmo-
spheric, oceanic, and terrestrial reservoirs via pro-
cesses occurring on different time scales.26 Another
example of the crucial role of transport is the direct

injection of a chemical in the lower stratosphere, for
example, emissions from aircraft. As a result of slow
transport to the troposphere, the real lifetime will
be dictated by reactions and photolysis in the lower
stratosphere and can be either longer or shorter than
the atmospheric lifetime of the same compound
calculated for tropospheric release.

Unless the chemical lifetime of a gas whose emis-
sions occur primarily at the ground is exceptionally
short (i.e., shorter than the tropospheric vertical
mixing time of 1 or 2 months), trace gas concentra-
tions will exhibit little decrease from the ground up
to the tropopause. For gases having lifetimes for
tropospheric chemical removal in excess of several
years, transport from the troposphere to the strato-
sphere can play an important role in exposing the
gas to loss processes occurring at various altitudes
in the stratosphere. Stratospheric photolysis occurs
primarily in the region of highest solar flux between
about 200 to 220 nm, and differences in UV cross
sections for various trace gases result in differences
in the altitudes at which the photolysis rate for each
gas becomes comparable to its vertical diffusion rate.
Thus, the change in atmospheric density with alti-
tude is the principal source of differences in the
stratospheric photolysis lifetimes of trace gases.

3. Tropospheric OH

3.1. Atmospheric Sources and Measurements
As discussed in the previous section, the tropo-

sphere is a well-mixed system, with intra-hemispher-
ic mixing occurring on a time scale of several months
and inter-hemispheric exchange having a time scale
of a couple of years. Thus, a small loss process for a
trace gas can have a significant effect in removing
that gas from the atmosphere even when that process
occurs on a local scale. The hydroxyl radical is the
most important oxidizing species in the global tro-
posphere.1,7,8,27 As a result of its role in initiating the
majority of oxidation reaction chains, the OH radical
is the primary cleansing agent for the lower atmo-
sphere and has been called the “tropospheric vacuum
cleaner”.28

The dominant production cycle for tropospheric OH
involves the reaction of O(1D), produced from the
photolysis of O3, with H2O.

However, its subsequent reactions with O3, CO, and
CH4 (and other volatile organic carbon compounds,
VOCs) in the presence of nitrogen oxides (NOx) lead
to the formation of HO2, hydrogen peroxide, alkyl
peroxy radicals, and ultimately to the production of
ozone via the conversion of NO to NO2.7,29 As a result
of this complex series of reactions, the tropospheric
abundance of OH depends on the abundances of each
of these aforementioned species in addition to the
tropospheric level of solar UV radiation at wave-
lengths longer than 300 nm. These dependences
result in significant geographic, diurnal, and seasonal
variations in the tropospheric OH abundance. Fur-

O3 + hν f O(1D) + O2 (R1)

O(1D) + H2O f OH + OH (R2)
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ther, its dependence on CH4, CO, and VOCs has led
to speculation regarding human influences on its
abundance since pre-industrial times. Direct accurate
measurement of the OH radical within the atmo-
sphere has proved to be exceptionally challenging,
given its low ambient abundance and high temporal
and spatial variability. Nevertheless, technological
advances in both in situ and remote sensing instru-
mentation have allowed significant achievements in
the measurement area. Both direct (spectroscopic
detection of OH) and indirect (chemical conversion
followed by direct detection of the new species)
approaches have been utilized over more than two
decades to determine the OH concentration and its
possible trends.30

Perhaps the most quantitative success has been
achieved for the stratosphere,31-34 where measure-
ments of OH, HO2, and several related chemical
constituents have demonstrated a high level of
understanding of HOx photochemistry.35-37 The greater
temporal and spatial variability of OH in the tropo-
sphere, coupled with the higher ambient pressure
and detection interference from other more abundant
trace species, has posed additional measurement
challenges. While there have been a number of
successful achievements using in situ and remote
sensing techniques,38 these have been focused on the
high natural variability of OH in response to chang-
ing atmospheric composition.39-42

3.2. Estimates of the Global Tropospheric OH
Distribution

Given that the global distribution of tropospheric
OH is much too heterogeneous to be mapped by direct
measurements, estimates of the mean global OH
concentration have been made using two methods.
The first method involves calculating the OH field
using chemical transport models (CTMs) validated
with observed chemical climatologies.43-46 Uncertain-
ties in the results of such model calculations arise
from uncertainties in the chemistry itself as well as
uncertainties in transport, OH precursor abundances,
and UV field. The calculation of the atmospheric
lifetime of a gas using a CTM involves specifying the
global distribution of the gas (or calculating it from
an emission scenario) and then integrating the loss
of the compound globally.21

When the second method is used, the OH field is
derived from budget calculations of a proxy gas whose
abundance and trends are accurately determined
from global measurements and whose sources and
sinks are well-quantified.47-55 It is particularly im-
portant that the tropospheric abundance of the proxy
gas is essentially controlled by reaction with OH,
thereby permitting calculation of the global OH field
that reproduces the time series and abundance of the
gas. Uncertainties in the results from such proxy
calculations derive from uncertainties in the global
measurement record and the completeness of knowl-
edge of the sources and sinks of the proxy compound.
The use of several commonly used proxies (CH3CCl3,
CHF2Cl, CH2Cl2, C2Cl4, and 14CO) has been reviewed
in ref 44c. This study suggests that the cumulative
uncertainty in the OH concentration derived from

such analyses ranges from 20 to 30%. Differences in
the proxy results using different compounds can be
attributed in part to differences in the lifetimes of
the proxy gases that translate into different regional
weightings of the OH concentration. Clearly, the best
proxy gases are those for which the previously
mentioned uncertainties are minimized and which
have sufficiently long atmospheric lifetimes such that
they are well-mixed throughout the troposphere.
Nevertheless, the use of proxies with shorter lifetimes
provides useful information regarding transport (as
in the case of 14CO)53-55 and on local and regional
differences in the OH field. Proxy chemicals whose
source is primarily industrial (and, hence, focused at
northern mid-latitudes) generally exhibit quantifiable
Northern Hemisphere/Southern Hemisphere gradi-
ents that can be used to constrain both the global
and hemispheric mean OH abundances.

3.3. Estimation of the Atmospheric Lifetime Due
to Reaction with Tropospheric OH

In both the CTM and proxy methods, accurate rate
constants for the reactions of the various trace gases
with tropospheric OH are essential input parameters.
The OH fields derived from both methods are in
reasonable agreement, lending confidence to their use
in determining the atmospheric lifetimes of various
hydrohalocarbons (the hydrochlorofluorocarbons,
HCFCs, and the hydrofluorocarbons, HFCs). While
the most robust determination of a trace gas lifetime
can be made via CTM calculations as described
previously, a simple estimation procedure based on
comparison with an appropriate proxy gas can be
very useful in assessing a gas’ environmental im-
pacts. This procedure is based on the atmospheric
lifetime of methyl chloroform (CH3CCl3, MCF) de-
termined from a comprehensive analysis of the long-
term record of its abundance in the atmosphere
coupled with detailed emission inventories and knowl-
edge of its removal mechanisms.49-51 Using measure-
ments from the entire period (1978-2000) of the
ALE/GAGE/AGAGE network49b,56 together with de-
tailed industrial emissions inventories, Prinn and co-
workers49c calculated a global average OH concen-
tration of 9.4 × 105 cm-3 and a total atmospheric
lifetime, τMCF

global, of 4.9 years. When the contributions
for stratospheric and oceanic losses are accounted for,
these authors derived a CH3CCl3 lifetime with re-
spect to removal by tropospheric OH of 5.99 years
(τMCF

OH ), defined as in eq 8 as the total atmospheric
burden of CH3CCl3 divided by its rate of destruction
by OH in the troposphere. The validity of this
determination is based on some rather unique as-
pects of MCF in the atmosphere. Most importantly,
this chemical is almost entirely of industrial origin,
and its use as a solvent allows one to essentially
equate industrial production figures (for which de-
tailed information is available)49c into atmospheric
emissions with very little time lag. While possible
emissions of CH3CCl3 occur from biomass burning,
vegetation, and soils, these were considered too small
for inclusion in the scenarios used for the previous
calculation but were considered in the error analysis.
As indicated by eq 8, the lifetime characterizing the
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removal by the reaction with OH in the troposphere
can be calculated as

where kMCF(T) is the rate constant for the reaction
between OH and MCF.57 This inverse lifetime can
be approximated as the product of an average tro-
pospheric value for kMCF and an “effective” global
tropospheric concentration of OH, [OH]global

(The selection of T ) 272 K for calculating an average
tropospheric value for kMCF(T) is discussed below.)
[OH]global has utility in estimating the lifetimes of
numerous trace gases. Using eq 15 to calculate
[OH]global, we obtain

This value is slightly smaller than the value of the
average OH concentration of 9.93 × 105 molecules/
cm3 obtained by Prinn et al.49c from model calcula-
tions. This difference is due primarily to the temper-
ature dependence of kMCF, which is not accounted for
in the model calculations.49c

As a result of restrictions on the production of
ozone-depleting chemicals, the atmospheric concen-
tration of MCF has been declining for the past 10
years. A recent analysis of flask data from the NOAA/
CMDL network51 for 1992-2000 (a period during
which the budget of MCF was controlled primarily
by atmospheric removal rather than by industrial
production and release) yielded similar results for the
global MCF lifetime. Data over this period indicate
a diminishing concentration gradient between the
two hemispheres (as expected following the cessation
of emissions)44c and a higher concentration of OH in
the tropics of both hemispheres than at higher
latitudes. Calculations performed using data records
for which the trend is dominated by atmospheric loss
processes are less sensitive to uncertainties in the
source strengths and, in the limit of zero emissions,
become insensitive to calibration accuracy. Hence, it
is of interest to examine how long the declining record
of MCF abundance will be useful for estimating OH
distributions and trends. A recent analysis of this
issue by the AGAGE Science Team58 suggests that
the precision and accuracy of existing instrumenta-
tion are sufficient to allow the MCF concentration
record (under its projected rate of decline) to be useful
for these purposes at least through the end of the
present decade. There are a number of other indus-
trially produced trace gases whose budget records are
under consideration for OH estimation studies. How-
ever, current emission uncertainties need to be
reduced before such species can be competitive with
CH3CCl3 for such purposes.59 Thus, gases that have
an appreciable component of their emissions associ-
ated with natural sources are of limited use.

As pointed out in an early study,44b two species
having similar global distributions and having tro-
pospheric removals that are dominated by their
reactions with OH will have lifetimes (with respect
to OH) that scale inversely by the factor by which
their OH rate constants differ. However, the scaling
becomes more complex when the rate coefficients
have different temperature dependences. For ex-
ample, species whose reactions with OH have higher
activation energies than that for the reaction of OH
with MCF will have their removal shifted to warmer
temperatures (i.e., in the lower troposphere and in
the tropics). In contrast, species having much lower
activation energies for their reactions with OH will
react very rapidly with OH and their removal rates
will be determined by the OH concentration in the
atmospheric region of their release.

The authors of ref 44b examined the situation for
Arrhenius activation energies ranging from 0 to 2300
K to determine an appropriate scaling temperature
for use in determining the ratios of the reaction rates.
It was determined that use of a scaling temperature
of 277 K resulted in less than 2% errors for activation
energies in the range 800-2300 K and less than 7%
over the full range of activation energies considered.
In a more recent study,44c the effect of an updated
distribution of tropospheric OH was investigated and
a scaling temperature of 272 K was found to be more
appropriate (with less than a 5% error over an
activation energy range of 0-2500 K). These errors
are reduced further if temperatures of 270 and 277
K are used for the lower and higher parts of the
range, respectively. When this new scaling temper-
ature is used, the tropospheric lifetime of a species
whose atmospheric abundance is controlled primarily
by reaction with OH can be calculated relative to that
of MCF using the following equation:

where τRH
OH and τMCF

OH are the lifetimes of the com-
pound of interest and MCF, respectively, due to
reactions with hydroxyl radicals in the troposphere
only, and kRH(272 K) and kMCF(272 K) ) 6.0 × 10-15

cm3 molecule-1 s-1 (ref 57) are the rate constants for
the reactions of OH with these substances at T ) 272
K. The value of τMCF

OH ) 5.99 years was obtained as
described previously49c from the measured lifetime
of MCF of 4.9 years when an ocean loss of 89 years
and a stratospheric loss of 39 years were taken into
account using the formulation of eq 9.

It should be emphasized that eq 17 is most ap-
plicable for long-lived species that are well-distrib-
uted throughout the troposphere. Its use for short-
lived gases having lifetimes shorter than the char-
acteristic time of mixing processes in the troposphere
can result in significant errors due to the large spatial
gradients that were discussed earlier for such chemi-
cals. For such species, eq 17 provides only rough
estimates of the tropospheric lifetimes with respect
to reaction with OH. The correct residence time of
short-lived compounds in the atmosphere will depend
on the emission location and season as well as local

τRH
OH )

kMCF(272 K)

kRH(272 K)
τMCF

OH (17)

1/τMCF
OH )

∫tropkMCF(T)[OH][MCF] dV

∫trop+strat[MCF] dV
(14)

1/τMCF
OH ) kMCF(272 K)[OH]global (15)

[OH]global ) 8.8 × 105 molecule/cm3 (16)
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atmospheric conditions. The details can be found in
some recent atmospheric modeling publications.60,61

Nevertheless, the results of these modeling studies
demonstrate that such an estimation procedure gives
reasonable average values and provides a useful
scaling of the lifetimes of such compounds.

There are two additional corrections that may be
important for lifetimes approximated using eq 17.62

The first correction is due to possible differences
between the stratospheric distributions of MCF (the
reference chemical) and the chemical of interest. As
a result of its strong absorption of stratospheric UV
radiation, MCF is nearly completely photolyzed at
altitudes above 22 km63,64 and, hence, has a nonuni-
form stratospheric distribution. This can be con-
trasted to alkanes, fluorinated alkanes (HFCs and
some HCFCs), and other compounds that do not
absorb in the stratospheric transparency window
near 200 nm and, hence, have much smaller strato-
spheric sinks. Because the actual loss rate in any
region of the atmosphere is concentration-dependent,
this difference in stratospheric reservoirs can be
taken into account using a modified version of eq 17.

In this modified equation,

where i refers to either MCF or the substance under
estimation, F(h) is the altitude profile of air density,65

and Xi(h) are the volume mixing ratios as a function
of altitude. Using eq 19, we estimate øjMCF ) 0.94 on
the basis of measurements63,64 of its vertical distribu-
tion, XMCF(h). For a uniformly distributed substance
(i.e., with no stratospheric sink), øjRH ) 1 and the
corrected lifetime is slightly longer than that which
would be calculated by eq 17. The second correction
is due to differences in stratospheric removal by OH
for MCF and the substance under estimation, which
arise because of their different stratospheric profiles.
Because of the vertical temperature65 and OH con-
centration57 profiles, this additional loss takes place
mainly above 25 km. Hence, it is negligible for
strongly photolyzed chemicals such as MCF but can
be as high as 10% for uniformly distributed gases,
resulting in a lowering of the lifetime from that
calculated by eq 17 alone, which does not include any
stratospheric loss. In the cases of most HFCs and
HCFCs, these two corrections offset and eq 17 yields
a very good approximation of the atmospheric life-
time associated with reaction with tropospheric OH.
The value of the global atmospheric lifetime can,
thus, be estimated using τRH

OH together with lifetimes
associated with losses due to stratospheric photolysis
and to oceanic removal (as well as any other signifi-
cant soil or ecosystem losses).

4. Uses of Atmospheric Lifetimes

4.1. General Considerations

Using the terminology introduced earlier, the rate
of change in the concentration of a species in the
atmosphere is given by

It is this equation that provided the determination
of the global lifetime of MCF discussed previously.49c,51

Thus, the atmospheric lifetime not only specifies the
rate of increase (or decline) in the atmospheric
abundance of a species, but also specifies its steady-
state or equilibrium concentration. This has been and
continues to be an important consideration in evalu-
ating the environmental effects of existing industrial
chemicals and the potential acceptability of new ones.
For example, the observational records of halocarbons
in the atmosphere demonstrate the range of time
scales required for the concentrations of chemicals
with widely differing lifetimes to return to pre-
industrial values. Thus, the atmospheric lifetime has
become an important gage of a chemical’s potential
role in the environmental issues discussed in the
introduction, two of which will now be considered in
more detail.

4.2. Stratospheric Ozone Depletion and Global
Warming

Concerns about the potential for anthropogenic
chemicals to alter the earth’s global atmospheric
environment have led to the development of indexes
or scales for comparing and quantifying the effects
of various compounds on the stratospheric ozone
layer and on the radiative balance of the atmosphere.
Chlorine loading potentials (CLPs), ODPs, GWPs,
and halocarbon global warming potentials (HGWPs)
were developed for such roles and all scale directly
with the lifetime of an atmospheric chemical. The
CLP is an index for representing the total amount of
chlorine delivered from the troposphere to the strato-
sphere as a result of emission of a given halo-
carbon species RH containing nRH chlorine atoms,
referenced to the chlorine delivery from an equivalent
weight emission of chlorofluorocarbon-11 (CFC-11,
CFCl3).66,67

Here, τRH
global, τCFC-11

global , MRH, and MCFC-11 are the atmo-
spheric lifetimes and molecular weights of the com-
pound under study and CFC-11, respectively. A
similar equation can be written for the bromine
loading potential, the total bromine delivered to the
stratosphere relative to the chlorine delivered by
CFC-11. However, chlorine or bromine delivery alone
are not the sole quantifiers of ozone depletion. The
amount of stratospheric ozone destroyed as a result

τRH
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of halocarbon emissions also depends on the chem-
istry of the breakdown of such gases (i.e., where in
the stratosphere the halogen is released) and on the
subsequent chemistry of the liberated halogen. The
need to actually quantify the ozone loss processes
themselves, thereby accounting for the spatial varia-
tion of halogen release, requires numerical modeling
for a proper assessment of relative halocarbon effects
and led to the introduction of the ODP.68-70 The ODP
was defined to represent the amount of ozone de-
stroyed as a result of the emission of a gas (integrated
over its entire atmospheric lifetime) relative to that
resulting from the emission of the same mass of CFC-
11.

This formulation assumed that the calculation of
relative levels of ozone destruction could be achieved
with greater reliability using atmospheric models
than the calculation of the absolute level of ozone
depletion. Indeed, given its initial focus on a class of
similar compounds (i.e., the CFCs whose atmospheric
loss occurs entirely via stratospheric photolysis), this
assumption was reasonably correct. The ratio of
projected ozone destruction attributable to such
compounds benefited from a cancellation of system-
atic errors in the calculated rates of the CFC loss
processes themselves.

Because of its inherent simplicity, the ODP concept
has subsequently been extended to chemicals that
have loss processes throughout the atmosphere (such
as removal by tropospheric OH) and that release
halogen over a range of stratospheric altitudes. Given
the use of CFC-11 as a reference, the aforementioned
systematic errors are not canceled in such extended
applications. Further, the original calculations of
relative amounts of ozone destruction were performed
using primarily gas-phase chemistry and tended to
underestimate ozone losses in the lower stratosphere
occurring as a result of heterogeneous reactions.
Present day models now include far better represen-
tations of mid-latitude and polar vortex heteroge-
neous chemical processes. A combination of these
models and semiempirical methods71 (which utilize
observed atmospheric profiles of ozone destruction
and of halocarbon abundances) are being used to
better quantify and reduce the uncertainties in the
ODPs. Another problem with the (steady-state) ODP
definition in eq 23 stems from the fact that the
relative effect of a compound’s emission on strato-
spheric ozone changes with time. This occurs because
species with different lifetimes accumulate at differ-
ent rates in the atmosphere; shorter-lived chemicals
reach their steady-state concentrations faster, and
their short-time ODP is larger than their steady-state
ODP. This has required the definition of specific time
horizons for model calculations of ODPs.69,72 Time-
dependent ODPs can be used to provide an indication
of the effect on the ozone layer of a mix of compounds
with differing lifetimes. Thus, the semiempirical
time-dependent ODP at any point in the stratosphere

at time t is given by

where {FRH/FCFC-11} is the measured fraction of the
halocarbon species RH injected into the stratosphere
that has been dissociated relative to that of CFC-11.73

The terms τRH
global, τCFC-11

global , MRH, and MCFC-11 are as
defined for eq 22; nRH is the number of chlorine or
bromine atoms in the molecule; ts is the time required
for the molecule to be transported from the tropo-
sphere to the region of the stratosphere in question;
and R is a factor required for bromocarbons to
account for the higher efficiency of bromine to
catalyze ozone loss compared with chlorine.

The development of the GWP as an index of
relative greenhouse efficiency has followed a track
similar to that for the ODP.69 As in the case of ozone
depletion, one can more accurately calculate the
relative alterations in radiative forcing associated
with two gases than the absolute climate response
due to a change in the abundance of one gas alone.
The GWP has been defined3,74 as the ratio of the time-
integrated radiative forcing from the instantaneous
release of 1 kg of a trace substance RH relative to
that of CO2:

where TH is the time horizon over which the calcula-
tion is being performed, aRH and aCO2 are the radiative
forcings per unit mass of the substance under study
and of the reference gas, respectively (expressed in
W m-2 kg-1), and [RH](t) and [CO2](t) are the time-
dependent decays in the abundances of the trace
substance and CO2, respectively, following their
pulsed emissions. Given that the concentration of
trace gases in the atmosphere are usually expressed
as mixing ratios or in molar rather than in mass
units, eq 25 can be rewritten as

where the Mi’s are the molecular weights of the
indicated species and the temporal dependence of the
compound of interest is assumed to be exponential.
The use of CO2 as the reference gas results in aCO2

being dependent on the background concentration of
CO2, and [CO2](t) is a complex response function (i.e.,

ODPRH )
∆O3 for emission of a unit mass of RH

∆O3 for emission of a unit mass of CFC-11
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not a simple exponential decay) that describes the
decay of an instantaneous pulse of CO2.75

For examining the radiative forcings of halocar-
bons, a HGWP was introduced to express the ratio
of the steady-state infrared radiative forcing due to
the emission of a halocarbon to that of an equivalent
emission of CFC-11.76 This referencing takes advan-
tage of the fact that the time response functions for
both the halocarbon and the CFC-11 reference can
be approximated as exponential decays. Hence, when
integrated to an infinite time horizon, one obtains

As with the GWP, eq 27 can be integrated over a
specified period of time to obtain a time-dependent
value of a HGWP.77,78

From the previous discussions, we see that the
values of CLP, ODP, GWP, and HGWP all scale
according to the global lifetime of an atmospheric gas.
This lifetime can be associated with a singular
process such as removal by reaction with tropospheric
OH or with multiple loss processes occurring through-
out the troposphere and stratosphere. For chemically
reactive trace gases, the lifetime with respect to
removal by tropospheric OH is a dominant compo-
nent of the global lifetime. The following sections will
focus on reviewing laboratory measurement methods
for determining the OH rate constants for such
reactions, from which τRH

OH can be estimated.

5. Laboratory Techniques for Studying OH
Reactivity

5.1. Background
As mentioned previously, a precise and accurate

laboratory determination of the rate constant for the
reaction of an atmospheric trace gas with the OH
radical is the first step in the evaluation of the gas’
atmospheric lifetime. There are some comprehensive
reviews covering the main features of gas kinetic
techniques available for such measurements.17,79-83

Hence, in this paper we will only outline the principal
ones to discuss possible sources of errors associated
either with the OH rate constant measurements
themselves or with their evaluation for atmospheric
modeling purposes. In particular, we will emphasize
the identification of relatively small errors that have
become increasingly important because of the de-
mands of present atmospheric field observations and
modeling.

In the laboratory, the determination of a OH
reaction rate constant is essentially the determina-
tion of the lifetime of one reactant in the presence of
another under conditions created in the chemical
reactor. These conditions are typically chosen so that
the lifetime is short enough to be measured in the
laboratory experiment and that the chemistry inside

the reactor is simple enough to ensure that the
disappearance of the time-varying reactant is due
primarily to the reaction of interest. Hence, the
conditions in the laboratory chemical reactor are
generally less complex than those in the real atmo-
sphere, with the chemical composition of the mixture
in the reactor chosen for the pulsed or steady-state
production of OH radicals and for eliminating or
minimizing the effects of reactions other than the one
of interest (R3).

Laboratory determinations of the rate constant, kRH,
can be placed in one of two measurement categories,
absolute or relative. Absolute determinations typi-
cally involve the direct monitoring of the real-time
decay of the concentration of one reactant due to
reaction with an excess concentration of another. The
rate constant is then derived from the dependence
of the characteristic decay time on the concentration
of the excess reactant. The absolute value of the rate
constant obtained is dependent on the chemical and
physical parameters specified in the experiment, and
in the absence of contributions from reactions other
than R3 to the loss of the time-varying reactant, its
net uncertainty can be evaluated from an analysis
of the experimental procedure and data scattering.

Most of the recent absolute studies of hydroxyl
radical reactions have involved monitoring the change
in the OH concentration in the presence of a large
excess of the chemical compound of interest (i.e.,
under pseudo-first-order conditions where [RH] .
[OH] and [RH] is not changed because of its reaction
with OH). In the absence of any complicating chem-
istry, the decay of the OH concentration with time
due to reaction (R3) is exponential, and the rate
constant can be extracted from the experimental data
as

where [OH]0 is the initial OH concentration.
Monitoring the time evolution of OH in the pres-

ence of a known excess concentration of RH offers
greater experimental simplicity than the reverse
situation. First, it does not require knowledge of the
absolute concentration of OH, which is more difficult
to determine accurately than the concentration of the
stable reactant, [RH]. Second, when present in
relatively high concentrations (as is required for
studies in which OH is the excess reactant), OH
undergoes a fast self-reaction.

This self-reaction limits the initial concentration of
OH in the chemical reactor and, thus, restricts the
range of reaction rate constants that can be measured
by monitoring the RH decay. In particular, the
kinetics of relatively slow reactions (such as many
of the reactions of OH with halogenated hydrocar-
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bons) is difficult to investigate in this manner.
Further, the products of this self-reaction can initiate
secondary reactions making the chemical system
more complicated and the results less reliable and
accurate. Nevertheless, absolute rate constant de-
terminations performed under excess OH conditions
have been used successfully for some fast reactions
(ki > 10-11 cm3 molecule-1 s-1). For example, the
monitoring of the disappearance of alkenes and
aldehydes by mass spectrometry has been utilized for
determining the rate constants of such reactants in
discharge flow experiments.84,85 While such experi-
ments do not have problems associated with the
reactive impurities in the organic compounds under
study, their restrictive utility toward fast reactions
is a severe limitation. On the other hand, experi-
ments based on the monitoring of OH decays in the
presence of excess concentrations of organic reactants
can be seriously affected by the presence of reactant
impurities, as will be discussed later.

The relative rate technique involves monitoring the
change in the concentration of the compound of
interest (RH) together with that of a reference
compound (RHref) due to their reactions with OH
radicals under conditions of continuous production
of OH. Typically, a mixture containing RH, RHref, and
a photolytic precursor of OH is continuously irradi-
ated to maintain a level concentration of OH despite
its disappearance due to self-reaction and to reactions
with all other components of the mixture. In such a
system, it is extremely difficult to determine the
absolute concentration of OH due to the complicated
chemistry following its photoproduction. Neverthe-
less, the rates of consumption of both RH and RHref
are proportional to the same OH concentration and
their corresponding OH rate constant.

Because the [OH](t) term is the same for both
chemicals,

and

where [RH]0 and [RHref]0 are the initial concentra-
tions of RH and RHref, respectively. Thus, the ratio
of the OH rate constants for the two compounds can
be determined from the ratio of the slopes of the time
dependences of the RH and RHref concentrations.

5.2. Absolute Rate Techniques
As discussed previously, most absolute determina-

tions of OH reaction rate constants have involved
measurement of the temporal profile of OH dis-
appearance in the presence of an excess concentration

of a stable molecular reactant, RH. Thus, the deter-
mination of the absolute value of the rate constant
requires accurate and precise measurements of two
parameters: the absolute concentration of the stable
reactant, [RH], and the rate of decay of the reactive
transient, OH (see eq 28).

The concentration of the excess reactant can be
determined either from a mixture preparation (dilu-
tion) procedure or by direct (generally spectral)
measurements of its concentration in the mixture in
the reactor. Thus, the precision of the concentration
determination depends on the precision of the as-
sociated pressure, flow, or absorption measurements.
The derived errors are typically quite small unless
the reactant exhibits some degree of instability in the
reactor due to decomposition, adsorption at the
reactor surfaces, and so forth.

In general, there are two experimental approaches
for obtaining the temporal profile of the OH dis-
appearance due to the reaction of interest: the flow
technique and the pulsed technique. In a flow experi-
ment, all measurements are performed in a steady
flow of the mixture containing both OH and RH in a
long, usually tubular reactor. OH radicals are con-
tinuously generated (often via microwave discharge)
at the entrance of the reactor, and the second
reactant is subsequently added to the flow. Thus, the
reaction takes place along the length of the reactor,
and the distance from the reactant mixing point to
the OH detection region defines the reactant contact
time (i.e., the reaction time coordinate). The OH
concentration at any particular point along the flow
tube does not change with time; that is, the mixture
is in a reactive steady state at each distance from
the mixing zone. Hence, by measuring the OH
concentration at different distances from the mixing
zone one can obtain the temporal profile of [OH], its
dependence on the concentration of the other reac-
tant, and the rate constant for the reaction. In a
pulsed experiment, the degradation of the initial
concentration of OH, created in the reactor by the
pulsed (i.e., flash or laser) photolysis of a precursor,
is monitored in real time. The change in the [OH]
temporal decay due to the presence of different
amounts of the second compound allows the reaction
rate constant to be determined. One of the principal
advantages of a pulsed technique over a flow one is
the elimination of wall reactions because conditions
can be chosen so that the pulse-generated hydroxyl
radicals have insufficient time to diffuse to the
reactor walls during the measurement of their tem-
poral profile.

5.2.1. Low-Pressure Discharge Flow Technique

A detailed illustrated description and analysis of
the low-pressure discharge flow technique have been
given by Kaufman81 and Howard.79 This technique
was, in fact, among the first to be used for the
investigation of OH reactions.86 An important ad-
vantage lies in its substitution of steady-state mea-
surements of the hydroxyl concentration for time-
dependent ones thereby making a “time-to-space”
replacement. Thus, the three essential steps of a rate
constant measurement (the generation of the initial

d[RHi](t)
dt

) -ki[RHi](t) [OH](t) (29)
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OH concentration, its mixing and reaction with the
compound of interest, and the detection of the OH
concentration at various time intervals) can be
spatially separated. This allows one to simplify or
avoid some of the technical and chemical problems
associated with such measurements.

To generate OH (or any other radicals for kinetic
measurements), the chemical system is often exposed
to a high-energy physical process to break chemical
bonds and produce the free radicals (such as irradia-
tion by high-energy photons, microwave and electri-
cal discharge, etc.) Such exposure can be a source of
error in both pulsed and relative rate experiments
as a result of thus initiated unwanted chemistry. In
a flow experiment, the hydroxyl radical can usually
be generated separately, before the second reactant
is added to the flow. This allows for a “clean” radical
source, which does not affect the second reactant.
Kaufman and Del Greco87 introduced a fast reaction
between H atoms and NO2

which became a convenient source of hydroxyl for
decades in discharge flow studies of OH reactions.
Another fast reaction, which has been occasionally
used to generate OH in flow experiments, is

Both reactions R5 and R6 are very fast thereby
allowing OH generation (H or F disappearance) to
reach completion well before the injection point for
the reactant under study. Atomic hydrogen or fluo-
rine can be easily produced in an electrodeless
discharge.

Because the reaction between OH and the second
reactant takes place in a reactor that is essentially
separated from the OH production zone upstream
and the OH detection zone downstream, it is techni-
cally possible to accurately maintain the desired
reaction temperature along the entire reactor. In fact,
flow experiments have been performed at most tem-
peratures of atmospheric interest as well as at
considerably higher temperatures. The gas mixture
attains the temperature of the reactor walls very
quickly upon entering the thermostated region in a
conventional low-pressure flow apparatus. Thus, the
potential error in the rate constant associated with
an uncertainty in the reaction temperature can be
minimized.

However, the low pressure in the flow reactor (on
the order of a few hundred Pascals or a few Torr)
can be a disadvantage of this technique. In studies
of simple H-atom abstraction reactions, the low-
pressure limitation does not pose a problem. How-
ever, this technique becomes restrictive when the OH
reaction is pressure-dependent or proceeds through
the formation of an intermediate adduct. Reactions
of OH with CO and HNO3 are examples of important
pressure-dependent atmospheric processes, which
have required measurements at atmospheric pres-
sures.57 The high-pressure turbulent flow technique88

(discussed subsequently) permits measurements at
such higher pressures.

One of the main advantages of a flow technique is
that steady-state concentrations of radicals are mea-
sured. This allows an integration time period for the
detection system suitable for achieving the desired
sensitivity and signal-to-noise ratio. For example,
electron paramagnetic resonance (EPR)89-94 and laser
magnetic resonance (LMR)95,96 techniques, which are
very selective and sensitive toward OH, can only be
used in a flow experiment because of the long
integration times required. In addition, the higher
pressures typically used in pulse experiments to
minimize molecular diffusion results in pressure
broadening of the far IR absorption lines used in
LMR, resulting in a substantial loss in sensitivity.
Detection techniques based on stimulated OH ultra-
violet fluorescence (resonance fluorescence, RF, and
laser-induced fluorescence, LIF) also benefit from
much longer signal integration times when compared
with their use in real-time pulsed experiments.

Variation of the reaction time in flow experiments
is usually accomplished by varying the distance
between the detector and the reactant mixing zone.
Use of a movable injector for the introduction of the
hydroxyl radicals or of the excess stable reactant in
a flow experiment helps to minimize some problems
associated with this technique. Some detection tech-
niques (EPR, LMR) have a sizable detection zone
with nonuniform sensitivity. The use of a movable
injector allows one to avoid an additional error
associated with this fact, even if the detection zone
length is comparable to the reactor length.97

A movable OH injector allows one to quantify the
wall loss of hydroxyl radicals, which is necessary for
accurately correcting the experimental data for the
effects of diffusion processes in the reactor. Using a
fixed OH source and a movable inlet (or a series of
fixed inlets) for the excess reactant does not enable
one to quantify such OH heterogeneous removal. This
may create the illusion that heterogeneous processes
have, in fact, been avoided in the experiments.

To a first approximation, a low-pressure flow
experiment converts the reaction time to a distance
within the reactor according to very simple expres-
sion:

where t is the reaction time, z is a distance between
the reactant mixing point and the detection zone, and
v is the average gas flow velocity in the reactor. This
so-called plug flow assumption allows the use of a
simple equation to describe the [OH](z) evolution

where kwall is a OH decay rate due to collisions with
the flow reactor walls and to reactions with impuri-
ties in the carrier gas.

In reality, neither the flow velocity nor the radical
concentration, [OH], are uniform across the flow
reactor. Thus, the [OH] profile along the flow reactor
cannot always be simply recalculated into its tem-
poral profile using the simple plug flow assumption.
Instead, the reactant concentration profile should

H + NO2 f OH + NO (R5)

F + H2O f OH + HF (R6)

t ) z/v (32)

v
d[OH](z)

dz
) -(kwall + kRH[RH])[OH](z) (33)
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obey the continuity equation, which can be repre-
sented in the case of an isothermal gas of constant
density flowing along an azimuthally symmetric
tubular reactor as

where r and z are the radial and axial coordinates,
respectively; v(r) is the axial gas flow velocity; D(r)
is the diffusivity of OH in the gas mixture; [OH](r,
z) and [RH] are the concentrations of hydroxyl and
excess reactant, respectively; and kRH is the rate
constant for the reaction between them. All low-
pressure flow experiments are performed under
conditions of fully developed laminar flow, that is,
when

where Re is a parameter called the Reynolds number,
R0 is the radius of the tube, vj is the average axial
velocity of the flow, F is the gas density, and η is the
viscosity of the gas. In this case, the axial flow
velocity attains a parabolic radial profile (within a
1% error) at the length zpois of the tubular reactor98

and the continuity equation for fully developed
steady-state Poiseuille flow can be rewritten as

Thus, a laminar flow discharge technique is a more
proper name for the conventional low-pressure dis-
charge flow technique. A number of studies have been
devoted to the analysis of this last expression to
accurately treat the results of observations obtained
under laminar flow conditions99-104 with various
boundary conditions dictated by the probability of OH
removal due to collisions with the reactor walls. Note
that the diffusion eq 37 describes first-order kinetics
quite well in the case of laminar flow and can be
solved and analyzed by a variety of numerical and
analytical techniques. This allows, in principle, an
accurate analysis of the data obtained under certain
experimental conditions. It also allows one to define
the experimental conditions under which the correct
value of the reaction rate constant can be accurately
obtained despite more or less pronounced effects of
diffusion-controlled processes.

Sufficiently far downstream from the mixing re-
gion, the concentration of the active reactant (OH)
decreases exponentially with distance along the
tubular reactor. It is this purely exponential decay
that allows for the rate constant determination from
a flow experiment. The measured spatial distribution

of the hydroxyl concentration along the flow reactor,
[OH](z), is caused by both the OH removal in chemi-
cal processes and its diffusion due to the concentra-
tion gradients. The analysis of the diffusion equation
is necessary for correct transformation of the experi-
mentally measured axial [OH](z) decay profile under
particular flow conditions to the time dependence of
hydroxyl concentration, [OH](t), due to chemical
process.

The simple plug flow assumption is valid when
diffusion is fast enough so that neither wall removal
of OH nor the Poiseuille velocity distribution can
cause the radial gradient of the OH concentration.
Under such conditions, eq 32 is correct if the flow
velocity is high enough to prevent the distortion of
the axial profile of [OH] due to diffusion along the
reactor axis. To account for this later effect of axial
diffusion and obtain the correct value of kRH, the
effective first-order decay rate determined under the
plug flow assumption, τpf

-1, should be corrected as
follows:99

The wall removal of OH poses additional problems
by increasing the radial gradient of the radical
concentration. This becomes more important as the
rate of the heterogeneous process increases and as
pressure in the reactor increases. A widely used
computing algorithm was presented by Brown102 to
correct the measured decay rate, τpf

-1, for the effects
of both radial and axial diffusion to obtain the correct
value of kRH. In general, flow experiments are per-
formed under conditions where diffusion effects are
not very pronounced, so that only small corrections
need be made to obtain the accurate values of the
rate constants. These corrections are minimized by
the use of low pressures in the reactor and a high
gas flow velocity.

OH removal due to collisions with reactor walls is
usually minimized by coating the reactor surface with
halocarbon polymer films or wax. The OH wall loss,
measured as the OH decay rate in the absence of the
excess reactant, is implicitly assumed to be constant
and independent of the reactant concentration. How-
ever, the real nature of the heterogeneous loss is
never known and adsorbed reactant on the surface
can be involved.105 Heterogeneous reactions can
manifest themselves through a poor reproducibility
of the results,106,107 especially at low temperatures.94

A noticeable curvature of the Arrhenius plot at low
temperatures can also be indicative of such complica-
tions. To confirm the homogeneous nature of the
process under study, one should conduct test experi-
ments in reactors of different diameters, thereby
varying the surface-to-volume ratio of the reactor.
However, even this is not totally sufficient because
the use of different reactors means a change in the
surfaces themselves. Despite sporadic use of various
diameter reactors in the study of the OH reactiv-
ity,108,109 the homogeneous nature of the OH removal
is usually assumed. Note that the analysis of the
continuity equation allows the technique to separate

kRH[RH] + kwall ) τpf
-1(1 +

τpf
-1D

v2 ) (38)

v(r)
∂[OH](r, z)

∂z
) ∇{D(r) × ∇[OH](r, z)} -

kRH[RH][OH](r, z) (34)

Re ) 2R0vjF/η < 103 (35)

zpois = 0.23R0
2F vj/η ) 0.115R0Re (36)

2vj{1 - r2

R0
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2[OH](r, z)

∂r2
+

1
r

∂[OH](r, z)
∂r
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∂
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between homogeneous and heterogeneous compo-
nents of the reaction under study in a flow experi-
ment performed at different pressures.105

The demand for higher pressure data and the
potential problem of wall reactions stimulated the
conduct of high-pressure measurements under flow
conditions. Keyser108 successfully used a discharge
laminar flow technique to study the OH reaction with
HCl at room temperature at helium pressures up to
100 Torr (13 kPa). Nevertheless, the laminar flow
experiment cannot generally be used to study OH
reactions at high pressure and atmospheric temper-
atures because the mixing time and the time needed
for the gas flow to attain the reactor wall temperature
become too long. Both processes are controlled by
radial diffusion, and its characteristic length in the
Poiseuille flow, zdiff, is determined by the solution of
the diffusion eq 37

where D0 is the diffusion coefficient in the mixture
at 1 atm (101 kPa) and P(atm) is the pressure in the
reactor. To perform such measurements by a flow
technique, the radial mixing process should be forced
somehow. This has been accomplished by allowing
microturbulence in the reactor.

5.2.2. High-Pressure Turbulent Flow Technique
The first kinetic results obtained in a turbulent

flow reactor were high-temperature data published
by Westbrook et al.110 A comprehensive analysis of
the use of this experimental approach in studying the
elementary reactions of free radicals was performed
by Abbatt et al.,112 Seeley et al.,111 and Donahue et
al.115 In contrast with a conventional laminar flow
technique, this approach is complicated by the lack
of a correct ab initio mathematical description of the
flow in the reactor. In the case of laminar flow, the
continuity eq 37 can be analyzed on the basis of the
macro parameters of the flow: pressure, average flow
velocity (total gas flow), and diffusion coefficient. In
the case of turbulent flow, neither the radial distri-
bution of flow velocity, v(r), nor D(r) are known in eq
34. A turbulent gas flow consists of a fast-moving
central core, which is well-mixed due to microturbu-
lence, and a slow-moving laminar sublayer near the
reactor walls, which mixes by slow molecular diffu-
sion at the high gas pressure. Further details on this
technique can be found in the references cited previ-
ously.

The plug flow approach has actually been accepted
for use in the determination of reaction rate constants
based on data obtained in a turbulent flow experi-
ment. The distribution of the flow velocity across the
reactor (which is not perfectly flat)110,111,115,119 should
be measured experimentally to establish the effective
flow core velocity, veff, to be used in eqs 32 and 38.
Thus determined, veff can exceed the average flow
velocity in turbulent flow so that veff/vj can be as high
as 1.1-1.3 and approach unity at very high Reynolds
numbers.111,119 Gas mixing inside the flow core is
mainly due to microturbulence, and the correspond-
ing “eddy” mixing coefficient, Deff, should also be

determined experimentally for use in eq 38111,119 to
correct the derived rate constant for axial mixing.
Seeley et al.111 determined the average value of Deff
for their particular turbulent reactor to be about 250
cm2/s (the range is 50-500 cm2/s) and independent
of the Reynolds number.

Despite fast eddy mixing inside the core of the flow,
the existence of a laminar sublayer near the reactor
walls (which is slow mixing at high pressure) can
essentially suppress the wall removal of free radi-
cals.111 Therefore, a principal disadvantage of the low-
pressure flow technique is drastically reduced. A
turbulent flow technique permits the realization of
the advantages of a flow technique under its simplest
plug flow conditions for rate constant measurements
at pressures and temperatures of atmospheric inter-
est with little concern about the possible influence
of wall reactions.

Abbatt et al.112 used a turbulent flow reactor with
LIF detection to study OH reactions of atmospheric
interest at room temperature. The technique was
used in both laminar and turbulent regimes at
Reynolds numbers from 1200 to 37 000. The experi-
ments were performed at helium pressures up to 380
Torr (51 kPa) in a tubular flow reactor of about 12-
cm i.d.. These measurements were later extended to
higher113 and lower temperatures of atmospheric
interest114 over a pressure range of 2 Torr (270 Pa)
to 600 Torr (80 kPa) of nitrogen.115,116 The high-
pressure turbulent flow technique has also been used
for low-temperature measurements of Cl atom117 and
HO2 radical reactions118,119 in a 2.5-cm i.d. reactor
coupled with RF,117 mass spectrometry,118 and tun-
able diode laser absorption119 detection techniques.

The most serious experimental drawback of the
turbulent flow technique is the enormous amount of
carrier gas needed to form the high Re flow. Also,
the formation of fully developed turbulent flow may
require a distance in the reactor as long as 200R0.120,121

Therefore, the region of turbulent flow in the reactor
should be determined experimentally. In contrast
with the conventional laminar flow technique, the
average effective velocity of the turbulent core should
be determined from the measured radial profile of
the velocity, which still has a maximum in the central
part despite turbulence. Such measurements can be
done using the Pitot tube technique111,112,119 with an
uncertainty of about 5%,111,115,119 which thus becomes
one of the main instrumental uncertainties of this
technique for the measurement of accurate rate
constants. Another minor concern is the uncertainty
of the “eddy” mixing coefficient, Deff, which deter-
mines the correction for axial mixing (eq 38) and for
possible complications from “nonperfect” radial mix-
ing. The slow mass exchange between the core of the
flow and that near the wall, which helps in prevent-
ing the OH wall reactions, also restricts the wall-to-
core temperature exchange. Therefore, caution must
be taken to verify the gas temperature when con-
ducting low-temperature measurements.

5.2.3. Pulsed (Flash or Laser) Photolysis Technique

A pulsed photolysis technique is, in principle, the
most “direct” way of studying the reactivity of free

zdiff = 0.27R0
2vj/D = 205R0

2vjP(atm)/D0, cm (39)
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radicals by monitoring their reactive disappearance
in real time. First introduced by Norrish and Por-
ter,122 the technique has become one of the most
powerful and widely used means to study gas-phase
reactions. The technique was first employed to study
an atmospheric OH reaction 40 years ago when
Husain and Norrish123 determined the rate constant
for the reaction between OH and HNO3. UV absorp-
tion spectroscopy using photographic plates was
employed to monitor the evolution of the OH concen-
tration in early flash photolysis studies.123,124 It was
later replaced by absorption measurements using OH
resonance radiation from a microwave discharge on
a flowing mixture of H2O diluted with He,125 which
allowed a faster, more sensitive, real-time monitoring
of the OH decay. The “resonance” radiation emitted
by the hydroxyl radicals electronically excited in the
microwave discharge, OH(A2Σ+), matches the absorp-
tion spectrum of the hydroxyl radical ground state,
OH(Ì2Π), to be detected, thereby increasing the
detection sensitivity. The flash photolysis technique
further benefited from the introduction of highly
sensitive OH fluorescence detection methods: RF and
LIF.

The RF detection of OH in a room temperature
pulsed system was first used by Stuhl and Niki126,127

and shortly later by Kurylo,128 while a temperature-
varying capability was first added by Davis et al.129

and Perry et al.130 The intensity of the hydroxyl
radical fluorescence (and, hence, the sensitivity of the
OH detection technique) depends on the intensity of
the pumping radiation causing OH excitation into its
upper electronic state (A2Σ+) and on the quenching
rate of OH(A2Σ+) due to molecular collisions in the
reactor. The last factor decreases the sensitivity of
RF at higher pressures and high concentrations of
reactant. The use of laser radiation to stimulate the
OH fluorescence (LIF) improved the sensitivity of the
detection technique.131,132 The high intensity of laser
radiation allows one to saturate the OH(Ì2Π) T OH-
(A2Σ+) transition, resulting in a pressure-independent
sensitivity of LIF detection. This permits the conduct
of OH reaction studies at pressures as high as 150
atm (1.5 × 104 kPa).133 Whereas typical determina-
tions of atmospheric lifetimes do not require OH rate-
constant measurements above 1 atm (102 kPa) pres-
sure, such studies can be useful in determining
reaction mechanisms and branching ratios.

Details of these detection techniques can be ob-
tained from the original papers and reviews.17,80,81 As
a result of their high sensitivity toward OH, fluores-
cence techniques have become the main detection
tools for OH reactivity studies in both pulsed pho-
tolysis and discharge flow techniques, with the
majority of work being performed using LIF detec-
tion. Both techniques require measurement of the
radiation re-emitted by the hydroxyl radicals after
their excitation by a source of continuous resonance
radiation (RF) or by a short pulse of narrow wave-
length band laser radiation (LIF). As mentioned
previously, the continuous source of resonance radia-
tion in the RF technique is a microwave discharge
in an H2O-containing flow of inert gas (typically He
or Ar). The radiation from electronically excited

OH(A2Σ+) in the discharge plasma is absorbed by OH
in the reactor and subsequently detected as OH(Ì2Π)
r OH(A2Σ+) fluorescence. This fluorescence near 309
nm comes from the 0-0 vibrational band and is
detected on an axis perpendicular to the incident
radiation as a relative measure of the OH concentra-
tion. Because both the relatively intense radiation
from the discharge lamp and the very weak fluores-
cence radiation are in the same wavelength range,
proper collimation is important in improving detec-
tion sensitivity, which depends on the absolute
intensity of the OH fluorescence and its ratio to the
intensity of the incident radiation scattered by reac-
tor surfaces and by the bath gas in the reactor
(Rayleigh scattering).

Two approaches have been used for the LIF detec-
tion of OH. Tully and co-workers132,134 employed a
quasi-continuous wave (CW) laser system to pump
hydroxyl radicals in the 0-0 band of the OH(Ì2Π)
f OH(A2Σ+) transition near 308 nm132 or 307 nm.134

The very narrow laser line width (ca. 1.6 × 10-5 nm)
falls within the absorption bandwidth of a single
rotational-vibrational transition, thus minimizing
nonusable radiation and maximizing the ratio of the
OH fluorescence to scattered radiation. The use of a
CW laser system132,134 instead of a conventional
“resonance” discharge lamp135 provided more than 1
order of magnitude improvement in the OH detection
sensitivity. In addition, the much better collimated
laser radiation greatly reduced scattered radiation
compared with that from a discharge resonance
lamp.132 The CW variant of the LIF detection tech-
nique is methodologically similar to the RF technique
in that continuous monitoring of [OH] following each
production pulse is employed.

The most widely used variant of LIF detection is
that of pulsed LIF.131 Using a single-pulse laser, the
OH concentration is measured at a particular reac-
tion time (i.e., the delay time between the pulsed
photolytic production of OH and the pulse of the
monitoring laser). The entire temporal profile of the
hydroxyl decay under the particular conditions in the
reactor is obtained by conducting many consecutive
pulsed experiments with different delay times. Laser
line-narrowing techniques have been used to obtain
spectral line widths as small as 0.001 nm,136 which
is comparable with the Doppler broadened absorption
spectral line width of about 4 × 10-4 nm. This
provides similar increases in the signal-to-noise ratio,
as discussed for CW LIF detection.

The high intensity of a pulse laser allows pumping
of the OH absorption band corresponding to the (Ì2Π,
v ) 0) f (A2Σ+, v ) 1) transition near 282 nm, well
shifted from the 309 nm region of OH fluorescence
in the 1-1 and 0-0 bands of the (A2Σ+) f (Ì2Π)
transition. Thus, any scattered laser radiation can
be further attenuated by the placement of a narrow
band-pass interference filter in front of the detection
photomultiplier. The advantages of laser pumping of
the OH excited state has made LIF the most sensitive
and widely used technique to detect hydroxyl radicals
in laboratory studies as well as in the real atmo-
sphere.137,138 The LIF technique also provides excel-
lent time resolution without any compromise between
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resolution and sensitivity because the duration of the
detection laser pulse is extremely short (usually, less
than ca. 10-20 ns).139 The duration of the laser
photolysis pulse is similar. The radiative lifetime of
the upper state of hydroxyl, OH (A2Σ+), another
limiting parameter, is on the order of 1 µs for the
(A2Σ+, v ) 0) f (Ì2Π, v ) 0) and (A2Σ+, v ) 1) f
(Ì2Π, v ) 1) transitions,140 which are used for
monitoring the hydroxyl concentration in the RF and
LIF techniques. This limit is lowered in higher
pressures experiments when the collisional quench-
ing by molecules of bath gas and reactant makes the
OH (A2Σ+) lifetime even shorter. Thus, LIF offers
better than 1-µs time resolution. It can, however, be
degraded by longer scattered fluorescence from the
reactor walls and collimating optics.

For both RF and LIF detection, repetitive pulsed
experiments are needed to accumulate the OH signal
to obtain an acceptable signal-to-noise ratio and a OH
decay curve of higher precision. However, a temporal
profile of the OH decay is obtained by two different
ways using these techniques. LIF is a multipulse
technique by its very nature, as described previously.
Therefore, pulse-to-pulse instability of both the pho-
tolysis and the detection laser pulses can contribute
to LIF signal noise. However, both pulse energies can
be measured to correct the fluorescence signal. When
RF detection is used, an entire kinetic decay of OH
can be acquired following each pulsed initiation, and
the sole purpose of accumulating the signal from
multiple experiments is for improving the signal-to-
noise ratio.

In contrast with the discharge flow technique
discussed previously, the pulsed generation of OH in
the presence of the compound to be studied is a
possible source of error in a pulsed (especially flash)
photolysis experiment. Specifically, the radiation
used for pulsed photolysis of a OH precursor can also
dissociate the stable reactant. Products of such
photolysis can react with OH, contributing to its
temporal decay and causing an error in the rate
constant derived. This is why a number of precursors
and pulsed radiation sources are often used. Dis-
charge flash lamps are the simplest sources of UV
radiation that can be used to dissociate H2O, HNO3,
and H2O2 and directly produce OH radicals. The
photolysis of water using pulsed radiation from a Xe
flash lamp

is a very attractive source of hydroxyl because OH is
the immediate product of photolysis, and it does not
react with the precursor. However, as mentioned
previously, the short wavelength radiation can dis-
sociate the reactant. This problem also exists when
a F2 excimer laser operating at 158 nm is used for
the dissociation of H2O. Nevertheless, properly se-
lected pulsed lasers are widely used as the radiation
source. The very short laser pulse can be easily
collimated in the cell, thereby decreasing scattered
light from the OH generation process. In addition,
the use of pulsed lasers allows the determination of
the initial OH concentration from the pulse energy,
the precursor concentration, and the absorption cross

section. Such quantification is very difficult when a
discharge flash lamp is used. Excimer lasers generat-
ing at 193 nm (ArF), 248 nm (KrF), and 351 nm
(XeF), as well as the fourth and third harmonics of a
Nd:YAG laser at 266 and 355 nm, respectively, are
the most common pulse radiation sources. They have
been used to directly generate OH

or to produce electronically excited oxygen atoms,
O(1D)

which immediately react with any added H-atom
donor (H2O, H2) or even the reactant under study to
produce hydroxyl radicals. Two-photon dissociation
of NO2 has also been used to produce O(1D) at even
longer wavelengths (ca. 410-450 nm) using a dye
laser pumped by the third harmonic of a Nd:YAG
laser:141

The use of different sources of OH allows one to
examine any effects of the hydroxyl source on the
derived OH rate constant. These different OH gen-
eration methods also allow the use of longer wave-
length radiation, which generally results in less
photolysis of the reactants,142,143 although such use
can complicate chemistry in the reacting mixture
because of the reaction between OH and its precur-
sors. Thus, extreme care must be taken to ensure
that the measured OH rate constants are not affected
by complications due to reactant photolysis or OH
reactions with its precursors.

The photolysis pulse creates an initial concentra-
tion of hydroxyl radicals along the center of the
reactor. This OH concentration degrades due to
chemical reactions and diffusion out of the irradiated
zone. While reaction with the compound under study,
with any OH precursors, or with reactive impurities
would result in a simple exponential decay at any
location in the reactor, diffusion tends to level the
initially created OH spatial distribution. Thus, the
role of diffusive OH transfer should be analyzed to
avoid even minor possible complications. In the
majority of pulsed experiments, the experimentally
obtained temporal profiles of the signal are reported
to follow a simple exponential decay within the data
scattering and the presentation of the kinetic results

H2O + hν (Xe lamp < 185 nm) f OH + H

H2O2 + hν (193 nm, ArF*; 248 nm, KrF*;
266 nm, Nd:YAG, 4ω0) f OH + OH

HONO + hν (351 nm, XeF*;
355 nm, Nd:YAG, 3ω0) f OH + N

HNO3 + hν (248 nm, KrF*) f OH + NO2

N2O + hν (193 nm, ArF*) f O(1D) + N2

O3 + hν (248 nm, KrF*;

266 nm, Nd:YAG, 4ω0) f O(1D) + O2

NO2 + hν (410-450 nm, Nd:YAG, 3ω0 + dye) f

O(1D) + NO
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is based on a simple equation to describe the [OH](t)
evolution

where kdiff is a OH decay rate due to the diffusion
out of the detection system viewing zone and reac-
tions with impurities and precursor in the reactor.

However, the change in OH concentration due to
diffusive degradation of the pulse-generated core is
generally nonexponential, in contrast with the flow
case. As stated earlier, a principal benefit of a pulsed
experiment is that the measurements are made over
a time scale shorter than the time required for OH
to diffuse from the irradiated zone to the walls of the
reactor. Therefore, a steady-state radical distribution
(steady-state solution of the continuity equation) is
not applicable to describe the pulse experiment. From
a mathematical point of view, this is the principal
difference between flow and pulsed experiments and
may cause some complications when the OH rate
constant is extracted from the experimentally ob-
tained OH temporal profile. To illustrate this, we can
recall the continuity equation, which describes the
evolution of the OH distribution due to diffusion and
reactions:

where xi are space coordinates and τ0
-1 is the OH

decay rate due only to reactions with precursors and
impurities. The solution of eq 41 with initial condi-
tions preset by the instantaneous pulsed generation
of OH dictates the temporal profile of the detected
signal. Due to the linearity of eq 41, its solution can
be obtained as

where [OH]diff(xi, t) describes the evolution of the OH
concentration due to diffusion only, that is, a solution
of the following equation:

The temporal profile of [OH]diff(xi, t) can be illustrated
by the solution of eq 43 for the simplest initial
conditions of axial symmetry, that is, an initial OH
“line” distribution. In this case

where LOH is the number of OH radicals per unit
length of the instant line source.144,145 Even in this
simple case, the loss of OH due to diffusion out of
the irradiated zone is nonexponential. Rather, [OH]
decreases as 1/t at a small distance from the source.
In reality, the fluorescence signal, I(t), is a function

of both the OH distribution and the spatial apparatus
sensitivity function, Φ(xi)

where Idiff(t) is the fluorescence signal temporal
profile due to diffusion only and is obviously not
exponential.

Nonexponential temporal profiles due to OH dif-
fusion out of the detection zone have been observed
in some LIF132,134,146 and RF147 experiments. To
account for such a background decay, Tully and co-
workers132,134,146 used a semiempirical expression in
their data treatment. On the basis of the above
analysis of the diffusion equation, Orkin et al.147

proposed a simple procedure to account for the
diffusion without any specification of Idiff(t). This
procedure involves point-by-point treatment of the
data obtained in the presence of the reactant,
I[RH](t), and in its absence, I0(t), to calculate the decay
constant due to the reaction of interest only while
accounting for the actual shape of the “diffusional”
temporal profile. Thus, kRH can be obtained as

Such data treatment allows one to reliably measure
reactive decay rates that are slower than the back-
ground rate due to diffusion and yields pseudo-first-
order plots with no intercept corresponding to the
decay rate in the absence of the added reactant.

A background temporal profile (in the absence of
any reactant) depends on several factors, such as the
reactor geometry, the geometry of the intersection of
the photolysis and detection radiation beams, the
presence of reactive impurities and precursors, and
the pressure and type of the inert gas in the reactor.
In the case of a fast decay rate due to the reaction,
the exact shape of the background decay is not
important. It becomes increasingly important when
the decay rate due to reaction becomes slow due
either to a small reaction rate constant or to instru-
mental restrictions.

5.3. Relative Rate Techniques
The most important advantage of a relative rate

technique lies in the monitoring of the disappearance
of the stable reactant rather than that of OH radicals.
As a result, the rate constants obtained are usually
not affected by the presence of reactive impurities in
the compound of interest. Based on this fact alone, a
relative rate technique is a very useful complement

d[OH](t)
dt

) -(kdiff + kRH[RH])[OH](t) (40)

∂[OH](xi, t)
∂t

) D × ∇2[OH](xi, t) -

{τ0
-1 + kRH[RH]}[OH](xi, t) (41)

[OH](xi, t) ) [OH]diff(xi, t) exp{-(τ0
-1 +

kRH[RH])t} (42)

∂[OH](xi, t)
∂t

) D × ∇2[OH](xi, t) (43)

[OH]diff(r, t) )
LOH

4πDt
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4Dt} (44)

I(t) ) ∫V[OH](xi, t) Φ(xi) dV )

∫V[OH]diff(xi, t) exp{-(τ0
-1 +

kRH[RH])t}Φ(xi) dV ) exp{-(τ0
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Idiff(t) exp{-(τ0
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∂
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to absolute techniques in which only the OH concen-
tration is monitored.

However, to obtain the absolute value for a rate
constant using the relative rate technique, the rate
constant of the reference reaction must be available
from independent absolute measurements. Thus, the
resultant rate constant accumulates all of the un-
certainties associated with the rate constant of the
reference reaction in addition to those of the relative
rate experiment itself. On the other hand, this
feature can be quite advantageous in some cases. As
discussed earlier, the “scaling” procedure for estimat-
ing an atmospheric lifetime requires the ratio of OH
rate constants for the compound of interest and for
a well-characterized atmospheric proxy gas such as
MCF, as in eq 17. Hence, the use of CH3CCl3 as the
reference compound in a relative rate experiment
results in a direct measurement of this ratio. In such
a case, one avoids the need for the absolute deter-
mination of the rate constants for either the com-
pound of interest or CH3CCl3, as well as the accu-
mulation of the uncertainties associated with each.
Moreover, the procedure of obtaining the rate con-
stant ratio does not require measurement of the
absolute concentration of either reactant, thereby
lending to the increased accuracy of the result.

The experimental approaches for relative rate
measurements differ mainly in the compound detec-
tion techniques and in the photolytic precursors for
OH. Ideally, such measurements should involve small
changes in the initial concentrations of the compound
of interest and of the reference compound to minimize
the formation of the products both from the OH
precursor photolysis and from the OH reactions. In
addition, because of some physical-chemical issues
discussed in the following, a relative rate experiment
should be conducted at relatively low initial concen-
trations of the compounds under study, thus requir-
ing that the detection technique be of high sensitivity
and precision. It should also be sufficiently selective
to reliably differentiate both compounds from one
other and from all other chemicals arising both from
the initial photolysis and from OH reactions. It is
often difficult to satisfy all these requirements in
every case.

There are two main photochemical processes for
OH formation that are used in relative rate experi-
ments. The photolysis of water at 184.9 nm (using a
mercury lamp)

has been a very attractive source because OH is the
immediate photolysis product and does not readily
react with the precursor (similar to the advantages
associated with H2O photolysis using a Xe flash lamp
in pulsed systems). The other product of the photoly-
sis, the H atom, is far less reactive toward hydrocar-
bons than OH148 and is scavenged by traces of
(or added) oxygen to form HO2. Unfortunately, H2O
absorbs only vacuum UV radiation at wavelengths
shorter than 190 nm, which is also absorbed by the
majority of chemicals of atmospheric interest. This
makes this source of hydroxyl most useful for study-

ing OH reactions with alkanes and fluorinated al-
kanes, which do not absorb radiation at this wave-
length.

The problem of reactant photolysis is avoided by
using the photolysis of ozone at λ < 310 nm (the
253.7-nm line from a mercury lamp is a common
radiation source) followed by the reaction of the
excited oxygen atoms, O(1D), with a hydrogen-
containing compound, usually H2O, as the OH source.

This longer wavelength radiation is not strongly
absorbed by a wide variety of chemical compounds.
However, involving an intermediate reaction of a
highly reactive species such as O(1D) causes other
possible complications. Both the compound under
study and the reference can disappear due to reaction
with O(1D), causing an error in the derived OH rate
constant ratio. To avoid this complication, very low
radical concentrations must be used.

Other photochemical sources of hydroxyl can be
used based on the design of the reactor and absorp-
tion spectra of the compounds under study. The
photolysis of H2O2, HNO3, or HONO directly produces
OH. The photolysis of methyl nitrite in the presence
of NO and air (typically in smog chamber studies)
results in OH production via the following chemical
processes.

This chain of chemical reactions has been accepted
as a standard method for determining the OH rate
constants for organic compounds.149 However, the use
of such large molecules as photoprecursors often
leads to complex chemistry in the reaction mixture
initiated by their reaction with OH itself. In such
studies, the consumption of the chemicals under
study is often quite appreciable (approaching 80-
90%). Thus, the reacting mixture is not only quite
complex but changes in composition during the
experiment. Extreme caution must be taken to en-
sure that the rate constant ratio obtained is not
affected by the complexity of the chemical system and
that reaction with OH is the single sink for both
compounds under study. With appropriate care, this
method has been used successfully for the measure-
ments of relatively fast reactions. A comprehensive
analysis of a OH relative rate technique is given by
Atkinson82 and Brauers and Finlayson-Pitts,150 (the
last paper presents an error propagation analysis).

Relative rate measurements have been performed
in reaction chambers of various designs and very
different volumes using several detection techniques.
There are two principal techniques that are most
suitable for tracking the concentrations of the stable
reactants in such experiments: Fourier transform
infrared spectroscopy (FTIR) using multipass absorp-

H2O + hν f OH + H

O3 + hν f O(1D) + O2

O(1D) + H2O f OH + OH

CH3ONO + hν f CH3O + NO

CH3O + O2 f HCHO + HO

HO2 + NO f OH + NO2
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tion cells and gas chromatography (GC-MS, GC-FID).
Atkinson and Pitts (and co-workers) have used large
Teflon bags (75 L-6 m3) with GC151,152 and FTIR153

monitoring of organics for studies at room tempera-
ture. They also used a 6-m3 thermostated environ-
mental chamber154 for such measurements. Large
Teflon bags coupled to a GC detection system were
widely used by Sidebottom and co-workers (50-L
chamber)155 and by Wallington and co-workers (100-L
chamber).156 Large-volume reactors made of different
materials were also used by Pitts and co-workers (6-
m3 Pyrex smog chamber coupled with GC),157 Wall-
ington and co-workers (140-L Pyrex reactor coupled
with FTIR),158 Orlando et al. (47-L stainless steel
reactor coupled with FTIR),159 Molina and co-workers
(7.6-L Pyrex reactor coupled with FTIR),160 and Chen
et al. (1000-L Teflon coated stainless steel reactor
coupled with FTIR161 and 11.5-L quartz reactor
coupled with GC-FID).162 Such large-volume reaction
chambers made of, or covered with, chemically inert
material are used to minimize the possible effects of
the reactor walls on the results. Ohta163 used a 0.2-L
quartz cell and GC monitoring for measurements of
OH rate constants with a variety of alkenes. Results
obtained in this small quartz reactor are in good
agreement with those obtained in much larger (4 ×
102 to 3 × 104 times larger) chambers.82 In addition
to the 140-L reactor mentioned previously, Walling-
ton and co-workers158 also used 0.3-L Pyrex reactor
coupled to an FTIR spectrometer. DeMore and co-
workers164 have systematically studied OH reactions
with potential CFC and Halon substitutes between
room temperature and 370 K using FTIR detection
coupled to a 200-cm3 thermostated quartz cell. They
have also used GC detection in such measure-
ments.165,166

As mentioned previously, the range of OH concen-
trations that can be produced in the reactor deter-
mines the range of the rate constants that can be
measured using a relative rate technique: the higher
the OH concentrations, the lower the rate constants
that can be measured. Typical OH concentrations in
smog chamber experiments when NOx-containing air
is irradiated157 are (1-4) × 106 molecule/cm3. Pho-
tolysis of premixed HONO-air mixtures produced
(1-5) × 107 molecule/cm3, and photolysis of methyl
nitrite-NO-air mixtures151 generated (2-3) × 108

molecule/cm3. Photolysis of ozone in the presence of
water yields up to (0.11-10) × 1010 molecule/cm3 in
the reactor.161,167 Recently, Chen et al.162 employed
irradiation of an O3-H2O mixture with the continu-
ous injection of ozone, thereby allowing them to
decrease the initial O3 concentration in the reactor
and the associated OH loss via reaction with O3.162

They estimated the OH concentration to be (0.5 to
1.2) × 1011 molecule/cm3. Thus, the characteristic
concentrations of OH in relative rate experiments
range from values that are comparable with those
in the real atmosphere to about 5 orders of magnitude
higher.

To illustrate the capability of the relative rate
technique, we can consider a typical study in which
at least 10% compound conversion occurs during an
hour of irradiation, producing an average hydroxyl

concentration in the reactor of [OH]. The measured
rate constant under such conditions can be estimated
from the expression

or

Thus, for <3 × 108 molecule/cm3 (the approximate
concentration in large smog chambers), this results
in k > 10-13 cm3 molecule-1 s-1 (as given in ref 82),
while for [OH] ≈ 1011 molecule/cm3, it corresponds
to k > 3 × 10-16 cm3 molecule-1 s-1. Of course, the
actual lower limit of the OH reaction rate constant
measurable with any particular experimental setup
depends on the precision of the monitoring technique,
the irradiation wavelength range, the photochemical
properties of reactants, and the acceptable level of
precision of the results.

The use of H2O or other compounds of low volatility
in the production of OH restricts the low-temperature
limit of such measurements because of the low
saturated vapor pressures. The problem becomes
even more acute in the case of O3-H2O mixture
photolysis, where the reactant concentration needs
to be lower than that of H2O to minimize reaction of
O(1D) with RH. Using H2 as the H donor instead of
H2O can solve the vapor pressure problem. In addi-
tion, the reaction between OH and H2 causes fewer
problems at low temperatures because of its smaller
rate constant. Nevertheless, many relative rate stud-
ies have been limited to the measurement of rela-
tively fast OH reactions (k > 10-13 molecule/cm3) near
and above room temperature. While Hsu and De-
More168,169 have studied a number of slow OH reac-
tions with rate constants varying from 3 × 10-13

molecule/cm3 to 2.5 × 10-16 molecule/cm3, these
measurements have been limited to near and above
room temperature. A notable exception has been the
study of OH reaction with propane performed be-
tween T ) 227 K and T ) 428 K,166 although this
reaction is relatively fast with k(T) > 3 × 10-13

molecule/cm3. This study used 184.9-nm (Hg dis-
charge lamp) photolysis of N2O to generate O(1D),
which was scavenged by H2 to produce OH. Recently,
Chen et al.162 demonstrated an ability to study slow
OH reactions at atmospheric temperatures using the
photolysis of ozone/H2O mixtures to produce OH. To
increase the hydroxyl concentration in the reactor,
they used low concentrations of ozone, thereby reduc-
ing OH background loss via its reaction with O3. To
maintain the O3 concentration in the reactor, the
ozone-containing mixture was continuously injected.
Using this technique, they studied the reaction
between OH and CHF3 over the temperature range
from 253 to 328 K and were able to determine the
OH rate constants as small as 0.9 × 10-16 molecule/
cm3.

Finally, several relative rate studies have been
performed by using nonphotolytic “dark” chemical
sources of hydroxyl radicals. Heterogeneous OH
formation in a H2O2/NO2-containing mixture was

k[OH]3.6 × 103 s g 0.1

k g 3 × 10-5/[OH], cm3 molecule-1 s-1

5066 Chemical Reviews, 2003, Vol. 103, No. 12 Kurylo and Orkin



used by Campbell et al.,170 whereas Barnes et al.171

used the homogeneous thermal decomposition of HO2-
NO2 in the presence of NO.

The gas reaction between O3 and N2H4 was used by
Tuazon et al.172 to maintain a OH concentration of
about 3 × 107 molecule/cm3. Recently, Finlayson-Pitts
et al.173 found that the “dark” reaction in some ozone/
hydrocarbon mixtures generates hydroxyl radical
concentrations on the order of 108 molecule/cm3,
approximately 102 times less than that in their
relative rate experiments utilizing photolytic produc-
tion. No discernible differences could be seen in the
rate constant ratios obtained using “dark” chemistry
or photolysis as the source of OH radicals. Non-
photolytic generation of OH can be important in
studying easily photolyzed compounds. Such experi-
ments are also simpler in their experimental design.

As with any experimental technique, the validity
of the results is dependent on the degree to which
the various issues raised previously can be addressed.
Numerous investigators have shown that, when
properly conducted, the relative rate technique is a
powerful kinetic tool that is highly complementary
to absolute techniques for the accurate determination
of OH reaction rate constants and of atmospheric
lifetimes.

5.4. Absolute Rate Constant Measurements and
Secondary Chemistry

Key to the validity of an absolute technique for the
determination of a reaction rate constant is the
assumption that the results can be univocally related
to the particular chemical process of interest. Despite
the many precautions that can be taken, the reaction
system cannot always be simplified sufficiently to
guarantee this. The experimental results can be
affected by three types of complicating chemistry: (i)
“secondary” reactions with radical products of the
reaction under study; (ii) reactions with possible
radical products of the reactant photolysis; and (iii)
reactions with stable products that have accumulated
in the reactor. These complications result in an
overestimation of the rate constant because of ad-
ditional OH removal.

Reactions of OH with products of the reaction
under study can take place in both pulse and flow
experiments. The product, R, from reaction (R3) is a
free radical in nature and can undergo further rapid
reaction with hydroxyl174 to give additional products
that can accumulate in the reactor. Thus, the experi-
mentally measured OH decay can have contributions
from its reaction with R or even with products of its
chemical transformations. In the case where reaction
with R occurs, the OH reactive decay can be described
as

[R](t) is a function of the initial concentration of
hydroxyl radicals, and, therefore, in the case of
pseudo-first-order conditions, [R](t) < [OH]0 , [RH].
Thus, only very fast reactions between OH and R can
contribute to the overall OH decay rate by making
kR[R](t) comparable with kOH[RH]. On the basis of the
fact that kR should have a very small temperature
dependence, typical for rate constants of any very fast
reaction,148 the second summand in eq 47 is es-
sentially the same at any temperature.

In the majority of experimental investigations, the
data (pseudo-first-order decay rates, τ-1) are usually
obtained over the same range of kRH[RH], indepen-
dent of how fast or slow the reaction or how high or
low the temperature. It is quite reasonable to make
measurements over a given range of τ-1 (rather than
a range of [RH]) over which the measurements can
be made most precisely using a particular instru-
mental setup. Therefore, the range of kR[R]/kRH[RH]
values can be expected to be roughly the same at
different temperatures, the magnitude depending
only on the values of kRH[RH] and the initial hydroxyl
concentration used (i.e., experimental conditions) as
well as on the rate constant of the secondary reaction
kR. Thus, to a first approximation, a secondary
reaction involving a radical product from the primary
reaction results in the same relative overestimation
of the rate constant over the temperature range of
study. This results mainly in an overestimation in
the Arrhenius A factor rather than an error in the
activation energy. To avoid such complications, kRH-
[RH] . kR[OH]0 > kR[R] is required. This require-
ment is much more stringent than the pseudo-first-
order condition of [RH] . [OH]0 because of the
difference in the rate constants kRH and kR. Hence,
high-precision test experiments performed with dif-
ferent initial hydroxyl concentrations should be
conducted to check for the possible effects of second-
ary reactions.

The use of pulsed irradiation to generate the initial
OH concentration can also cause the photofragmen-
tation of the reactant producing radicals, Rph, that
are reactive toward OH. In this case, the reactive OH
decay is described as

where ΦσRH is the integrated coefficient of photodis-
sociation of RH. The reaction rates of OH with both
RH and photofragments Rph are proportional to the
RH concentration (in contrast with the case of
secondary reactions discussed previously). Thus,
reactions with photofragments result in the same
absolute overestimation of the rate constant over the
temperature range, and the slope of a plot of the
observed rate constant, kRH

obs versus flash energy,
should be independent of the rate constant, kRH (and,
hence, of temperature). In this case, the relative
overestimation of the rate constant can be more
pronounced at low temperatures, resulting in an
underestimation of the derived Arrhenius activation
energy or even in curvature of the Arrhenius plot.

HO2NO2 a HO2 + NO2

HO2 + NO f OH + NO2

d[OH](t)
dt

) -{kRH[RH] + kR[R](t)}[OH](t) (47)

d[OH](t)
dt

) -{kRH[RH] + kph[Rph]}[OH](t) )

-{kRH[RH] + kph[RH]ΦσRH}[OH](t) (48)
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Figure 1 illustrates this example using the results
of an FP-RF study of the OH reaction with CH2ClBr
at different temperatures and pulse energies of a Xe
flash lamp.175 The nearly constant slopes of the
dependences obtained at different temperatures (dif-
ferent rate constant values) are indicative of the
photofragmentation origin of complicating reactions.
In the case of interference due to a secondary radical
reaction (case 1), the slope should increase with
increasing rate constant (or temperature). The de-
pendence obtained for the OH reaction with CH2Cl2
is also shown.176 The slope is about 1/6 that observed
for the OH + CH2ClBr reaction despite the nearly
identical value of the rate constant. This difference
is consistent with much lower UV absorption of CH2-
Cl2, and the flash energy dependence can again be
associated with reactions with photofragments.

Note that both radical products, R and Rph, can also
undergo further chemical reactions with the mixture
components in the reactor generating more or less
reactive products. The concentration of such products
cannot exceed the initial OH concentration in the flow
experiment. However, in a pulsed experiment, the
multipulse irradiation of the mixture can result in
the buildup of a higher concentration of products that
can react with OH causing additional error in the
measured rate constant. Such products can also
diffuse to the reactor walls between flashes to un-
dergo heterogeneous processes, releasing new com-
pounds into the mixture. To avoid these complica-
tions, pulsed experiments are usually performed in
a slow flow mode to replenish the irradiated mixture
between flashes.

Test experiments performed with variation of the
flash or laser intensity, the concentration of the OH
photoprecursor (the initial OH concentration in the
case of the flow technique), and the total flow rate
are necessary to test for all of the previously men-
tioned complications. Demonstrating the absence of
any complicating chemistry requires very precise

kinetic measurements performed over a wide range
of parameters. For example, a twofold change in any
of these parameters can be used to check for the
presence of large error due to such additional reac-
tions. Nevertheless, a precision of the kinetic mea-
surements of better than 5% is needed to check for
the presence of a 10% contribution from complicating
chemistry. Alteration of the photolysis wavelength
and precursor in a pulsed experiment can be very
helpful in proving the accuracy of the result. In
general, any reduction of the photochemical impact
on the system will result in reduced complications.
However, decreasing the initial hydroxyl concentra-
tion, [OH]0, can reduce the precision of the results
as a result of the deterioration of signal-to-noise.

5.5. Reactive Impurities

The presence of reactive impurities in the sample
of the compound to be studied is potentially the most
serious problem encountered in an absolute rate
technique and is especially difficult to diagnose for
slow OH reactions. Contributions of impurity reac-
tions to the measured OH decay rate cannot be
revealed by the test experiments discussed previ-
ously. Their detection requires detailed sample analy-
sis and purification. In the presence of small amounts
of very reactive impurities in the RH sample, OH
radicals will undergo reactions both with RH and
with the impurity

When only the change in [OH](t) is monitored, data
reduction will result in a somewhat larger “effective”
rate constant

rather than kRH. The OH reaction rate constant for
some typical impurities can be as high as 10-10 cm3

molecule-1 s-1 and even higher.148 Such chemicals can
be present as residual impurities from the com-
pound’s manufacture, intentionally added chemical
stabilizers, or products of decomposition during stor-
age. Numerous studies of the OH reactivity of halo-
genated hydrocarbons, which have been under con-
sideration as CFC and Halon substitutes, have been
compromised by the effects of such impurities. Un-
saturated hydrohalocarbons are among the most
common impurities. For example, the presence of 1,1-
dichloroethene, CH2dCCl2 (whose OH rate constant
is kCH2CCl2(T) ) 1.9 × 10-12 exp{+530/T} cm3 mole-
cule-1 s-1),57 in samples of CH3-CFCl2 (a CFC
replacement known as HCFC-141b) was a source of
large errors in the early determinations of its OH rate
constant and atmospheric lifetime.17,177,178 The present
recommendation for the rate constant of this reac-
tion57 is kCH3CFCl2(T) ) 1.25 × 10-12 exp{-1600/T} cm3

molecule-1 s-1, which gives 5.8 × 10-15 cm3 molecule-1

s-1 and 2.1 × 10-15 cm3 molecule-1 s-1 at T ) 298 K
and T ) 250 K, respectively.179,180 Thus, the presence

Figure 1. Dependence of the observed reaction rate
constant (obtained in flash photolysis-RF experiments) for
the reactions of OH with CH2ClBr (at 277, 298, and 370
K)175 and CH2Cl2 (at 298 K)176 on the Xe lamp flash energy.

OH + {RH 98
kRH

products

impurity 98
kimp

products

keff = kRH +
[impurity]

[RH]
kimp (49)
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of an amount of CH2dCCl2 as small as 0.01% in a
sample of HCFC-141b would result in about 20%
overestimation of its OH reaction rate constant at T
) 298 K and about 80% at T ) 250 K! This impurity
would also cause a noticeable upward curvature of
the Arrhenius plot, as was observed in the earlier
studies of the reaction.178 In general, such a curvature
can be indicative of the presence of reactive impuri-
ties. However, it can be statistically distinguishable
only when the contribution from the reaction with
impurities is high enough. With impurity errors on
the order of 10-20%, curvature may not be readily
recognized and underestimated Arrhenius param-
eters (A and E/R) will be obtained. Figure 2 il-
lustrates this example, showing the present recom-
mendation of kCH3CFCl2(T) and the calculated “effective”
OH rate constant when a CH2dCCl2 impurity is
present in the amounts of 0.002, 0.004, 0.01, and
0.0148% respectively between 245 and 400 K. (The
last impurity amount was obtained from the best fit
to one of the earlier experimental data sets on this
reaction.)178 Such impurity levels result in overesti-
mations of kCH3CFCl2(T) at the lowest temperature of
18, 36, 91, and 135%. The presence of the same
chemical, CH2dCCl2, as a decomposition product of
MCF was a potential reason for early overestimations
of the rate constant for the reaction between OH and
CH3CCl3.

Reactive impurities and, especially, added stabiliz-
ers can also pose a problem when relatively fast
reactions are under study. The OH rate constant of
tetrafluoroethene, CF2dCF2, is approximately 1.0 ×
10-11 cm3 molecule-1 s-1 at room temperature.57

However, because of its tendency to polymerize, about
1% of R-terpinene or R-pinene is used as a stabilizer.
As any chemicals used for radical scavenging during
storage, they are very reactive themselves (having
OH rate constants of ca. 3 × 10-10 cm3 molecule-1

s-1 and 5 × 10-11 cm3 molecule-1 s-1, respec-
tively).82,181 This could cause an overestimation

of about 30 and 5%, respectively, if no purification
was performed before conducting kC2F4 measure-
ments.182

Significant attention must be paid to purity analy-
sis and impurity identification when compounds of
low reactivity are under study. GC, GC-FID, GC-MS,
FTIR, and UV absorption analytical techniques are
widely used for this purpose. Absorption in the
vacuum UV was found to be a very sensitive method
to detect parts per million levels of unsaturated
micro-impurities in samples of nonabsorbing com-
pounds such as alkanes and fluoroalkanes.147,182 The
use of samples from different manufacturers or
different production lots, coupled with additional
purification,147,176,182-185 can be important in avoiding
errors due to the presence of nonrecognized or
undetected reactive micro-impurities in samples of
chemicals that react slowly with OH, like many of
CFC and Halon candidate substitutes.

5.6. Data Accuracy and Presentation

The proper derivation and clear presentation of a
OH rate constant and its uncertainties are important
elements for enabling data evaluation and the sub-
sequent use of the data in atmospheric applications
with confidence in their accuracy. The evaluation of
experimental errors has been discussed in many
publications, some of which have specifically treated
error analysis in gas-phase rate constant measure-
ments.79,80,186-191

The uncertainty in a measured rate constant can
arise from three different sources: (a) random fluc-
tuations of the detection system signal that result
in a statistical uncertainty associated with the data
treatment; (b) fluctuations (or reproducibility) of the
measured parameters of the kinetic experiment that
result in an instrumental uncertainty; and (c) sys-
tematic errors, which are not caused by a fluctuation
of any measured value but rather arise from biases
in the absolute calibrations of the measuring tools
or from a possible unaccounted chemical or physical
process.

Strictly speaking, only the first source can generate
“normally” distributed values, attaining a Gaussian
distribution in repeated observations. For example,
in the case of photon counting in a RF or LIF
technique, the count rate distribution can be easily
tested by comparing the mean count rate with its
standard deviation to ensure the proper operation of
the detection system. Under such circumstances,
standard statistical methods are adequate for treat-
ing the signals for deriving the kinetic param-
eters and their statistical uncertainties. Other
parameters required for calculating the OH rate
constant are usually obtained from instrumental
measurements using calibrations with specific un-
certainties. The distribution of these values is again
assumed to be “normal”, and, thus, standard statisti-
cal methods have generally been used for their
analysis.

The parameter characterizing the uncertainty of
the mean value obtained from the statistical analysis
of normally distributed data is the “standard error”
or “standard deviation of the mean”. It is often

Figure 2. Calculated “effective” rate constants for the
reaction between OH and CH3CFCl2 contaminated with 0%
(solid line), 0.002% (long dashed line), 0.004% (dashed-
dotted line), and 0.01% (short dashed line) CH2dCCl2. The
dotted line (corresponding to 0.0148% CH2dCCl2) is a fit
to the experimental data178 shown as circles.

Determination of Atmospheric Lifetimes Chemical Reviews, 2003, Vol. 103, No. 12 5069



mistakenly referred to as the “standard deviation”,
which is a different statistical parameter character-
izing the data scattering (i.e., the width of the
Gaussian distribution, not the uncertainty of the
derived mean value). In the case of a normal distri-
bution of measured values, there are probabilities of
about 68 and 95% that the derived mean value is
within 1 and 2 standard errors, respectively, from the
true value, provided that the number of repetitive
measurements is sufficiently large. In the more
common case of a restricted number of measure-
ments, the standard error should be multiplied by
the student’s coefficient associated with the actual
number of measurements.

The uncertainty in the rate constant obtained from
the statistical treatment of the signal and data fitting
(the first source of uncertainty) represents the data
reproducibility, that is, the precision of the measure-
ments. The cumulative error due to statistical un-
certainties in measured experimental parameters
(the second source of the uncertainty) represents part
of the instrumental uncertainty. In the absence of
systematic errors, the combination of these uncer-
tainties represents the accuracy of the obtained rate
constant.

Systematic errors are the most difficult to quantify
because there are often no general approaches for
examining their possible sources and they are non-
statistical. Some systematic uncertainties are instru-
mental in nature. Diffusion processes in the laminar
flow technique, the flow velocity radial profile in the
turbulent flow technique, and temperature measure-
ments of gas mixtures are but a few examples. Other
systematic uncertainties are chemical in nature, such
as those associated with complicating chemistry,
reactant photolysis or decomposition, or sample
contamination (as discussed previously). All of these
uncertainties usually result in an absolute bias in the
derived rate constant rather than a range of statisti-
cal uncertainties. The proper reporting of all esti-
mated uncertainties is extremely important for data
evaluation in which the results from various deter-
minations are compared to make recommendations
for the users.

The uncertainty of kRH due to accumulation of the
uncertainties of all noncorrelated measured param-
eters described as type “b” may be estimated from
the theory of propagation of errors

where the Mi’s are the measured parameters upon
which the rate constant kRH depends, that is, kRH )
kRH(Mi). In the case of an absolute technique, the
temporal profile of the OH concentration is the
primary source of the kinetic information, whereas
the gas flow rates (Fi), pressure (P), and temperature
(T) are the main gas dynamic parameters used in the
kRH calculations. Additional parameters, such as
reactant dilution in the storage volume or the reac-
tant concentration when measured directly in the
flow, can also be involved.

It is worthwhile to take a closer look at the
contribution from uncertainties in the reactor tem-
perature. This can be estimated from expression 28
for the determination of kRH from the experimental
data as

and, therefore, the relative error in the rate constant
due to an uncertainty in the gas temperature, ∆T, is
given by

Figure 3 shows the relative error in kobs due to a 1 K
error in the measurement of the gas temperature for
a range of the Arrhenius E/R parameter.148 One can
see that such errors become more important at low
temperatures where even a 1 K uncertainty in the
temperature can cause a few percent uncertainty in
the rate constant, making this a serious source of
instrumental error at temperatures of atmospheric
interest. However, for fast OH reactions, character-
ized by E/R values between 0 and 400 K, much
smaller errors occur.

On the basis of uncertainties in other experimental
parameters such as the measured flow rate of the ith
gas flowing through the reactor (Fi), the pressure (P),
and the temperature (T), the propagated instrumen-
tal uncertainty for the determination of kRH can
be estimated for a particular experimental tech-

Figure 3. Relative error in the rate constant, arising from
a 1 K error in the measurement of the temperature of the
reacting mixture, shown for different E/R Arrhenius
parameters.
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nique. In the case of a pulsed experiment, one can
derive

where we have assumed that the time interval is
known absolutely and does not introduce any ad-
ditional uncertainty. Given typical uncertainties in
these parameters, the relative instrumental uncer-
tainty in kRH can be on the order of 4% in a pulsed
experiment.185 In the case of independent measure-
ments of the reactant concentration in the total gas
flow, the first four summands in eq 53 are replaced
with the cumulative uncertainty of that determina-
tion, (∆[RH]/[RH)2. Such measurements can result
in a larger statistical uncertainty of kRH, but they
decrease the possibility of systematic errors due to
reactant absorption or decomposition in the gas-
handling system. In the case of a laminar flow
experiment, the reaction time interval is implicitly
associated with measurements of both the distance
interval (z) and the absolute value of the flow velocity,
and the corresponding expression becomes

These additional terms result in a typical relative
instrumental uncertainty in kRH for a flow experiment
slightly larger than that in the pulsed experiment.

An analytical expression relating the temperature
dependence of the derived rate constant is useful in
several ways. First, it is a convenient representation
of the rate constant at any temperature over the
measured range. Second, it can be used to extrapolate
a value for kRH beyond the temperature range over
which the experiments were performed, provided the
expression does indeed represent the dependence
over an extended temperature range. This will be
discussed further in the next section. Third, the
parameters associated with such an analytical ex-
pression may be used together with theoretical
calculations to get an insight into the mechanism of
the elementary reaction. A statistical treatment is
generally applied in fitting the desired analytical
expression to the available experimental data set.

The Arrhenius expression is most commonly used
as an empirical representation of the temperature
dependence of a rate constant, with the best A and

E/R parameters determined from a standard least-
squares analysis:

A proper statistical weighting is very important in
this procedure, especially because the measured
values of kRH can be very different at different
temperatures and the Arrhenius dependence is not
linear. From a purely statistical point of view, the
rate constants should be weighted by the reciprocal
of the squares of their standard errors, wi ) 1/σi

2.
However, on the basis of the analysis of a kinetic
experiment given in the discussion of secondary
chemistry, the relative error in a measured rate
constant is generally temperature-independent, un-
less some systematic errors appear at the extreme
ends of the temperature range. On the other hand,
the statistically derived error of kRH often does not
comply with a normal distribution hypothesis. Hence,
an alternative weighting of wi ) 1/ki

2 is often applied
when the same relative errors are ascribed to all
individual rate constants in the least-squares analy-
sis. This weighting is usually preferred when evalu-
ating reaction rate constants simply because it has
general applicability because statistical standard
errors are not always available from the original
papers and can be affected by nonstatistical factors
that are difficult to account for. In the real case, the
Arrhenius parameters derived using either statistical
weights should be (and generally are) about the same
within the error of the fit. Any serious disagreement
is an indication of poor measurement precision.

Another approach in deriving the temperature-
dependence parameters is the use of the logarithmic
form of the Arrhenius equation

which relies on the linear dependence of ln(kRH) on
1/T. This approach simplifies the determination of A
and E/R as the intercept and the slope, respectively,
of a linear least-squares analysis. The use of eq 56
for the least-squares analysis with wi ) 1 is roughly
equivalent to the use of eq 55 with wi ) 1/ki

2. Table
1 illustrates these points with Arrhenius parameters
derived from the fit of the data obtained for the
reaction between OH and CH3CF3 by three different
research groups using four experimental techniques.
The top line in each data set (bold) shows results
obtained using eq 55 with wi ) 1/ki

2; the second line
(italics) shows the results of a fit to the same data
set using eq 56 with wi ) 1; and the third line shows
the results obtained using eq 55 with wi ) 1/σi

2 with
standard errors (σi) from the original absolute tech-
nique determinations.

An increasing number of precise determinations of
OH rate constants performed over a wide tempera-
ture range indicate real curvature in an Arrhenius
plot of ln(k) versus 1/T. Hence, a modified Arrhenius
expression is commonly used to present the temper-
ature dependence of the rate constant in such cases
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Such a three-parameter fit is generally far less
sensitive to the actual values of the parameters.
Nevertheless, when applied to a precise data set
obtained over a very wide temperature range, it can
yield parameters with quite low statistical er-
rors.184,185 However, application to a subset of the
same data over any portion of the temperature range
usually results in different parameters with higher
statistical errors. Therefore, the statistical standard
error of A, n, and E/R is not a measure of the quality
of the fit or of the data scattering. The standard
deviation (or even the average deviation) of the data
set is more appropriate for quantifying the data
scattering around the best-fitted dependence. The
previous discussion on data fitting applies to this case
as well, where A, n, and E/R should be considered
purely as algebraic parameters of the fit rather than
ascribed to something that can be compared with the
theory.

5.7. Evaluation of OH Reaction Rate Constant
Data

The purpose of data evaluation is to provide the
user community with the most reliable rate constants
based on a critical analysis of all available informa-
tion. This includes a comparison of the data obtained
by different research groups using different tech-
niques and different reactant samples to estimate
rate constant uncertainties not necessarily recognized
in the original studies. This process should actually
be an intrinsic component in the reporting of any rate
constant remeasurements. For example, the authors
of ref 192 were able to explain nearly a 30% over-
estimation of the rate constant previously recom-
mended for the reaction between OH and CH4 as due
to secondary chemistry associated with the high OH
concentrations used in earlier studies.

On the other hand, when appropriate care has been
taken to minimize the effects of impurities or com-
plicating chemistry in well-characterized laboratory
experiments, excellent agreement among the results
obtained in different laboratories using different
techniques can be achieved. A good example of this
is the reaction between OH and propane, for which

the measured rate constants from four independent
absolute studies agree within about 5% between 400
and 200 K (see ref 184 for a complete discussion). In
this case, the reported overall uncertainties of the
individual determinations may actually be too con-
servative. Nevertheless, the task of providing a
recommended rate constant expression may not
always be straightforward. Difficulties can still arise
from small residual systematic errors in data sets
spanning slightly different temperature ranges and
from the existence of real Arrhenius curvature in the
rate constant, not evident from data sets obtained
over a limited temperature range. Two examples will
be given to illustrate these issues.

For the reaction of OH with CH3CF3 (HFC-143a),
the results from several studies can be analyzed
individually to give Arrhenius temperature depend-
ences (E/R) of 2004,180 2010,180 2000,168 2070,168 and
1965 K,62 as shown in Table 1. Thus, these five
different studies yield data sets that are in very good
agreement and are essentially parallel on an Arrhe-
nius plot, differing only in their Arrhenius pre-
exponential factors. This is probably an indication of
small systematic errors rather than just data scat-
tering. As a result of the slight differences in the
temperature regions covered by each study, a com-
bined fit of the composite data set introduces a
systematic bias into the derived temperature depen-
dence and yields an Arrhenius activation energy of
nearly 2200 K, significantly higher than that ob-
tained in any single investigation.193 The use of such
a composite fit results in an underestimation of the
rate constant at lower temperatures. Thus, while it
may be appropriate in many cases to conduct a fit to
a combined data set, one must be conscious of the
potential for the introduction of a systematic bias.
In such cases, it may be more appropriate to focus
on a room temperature rate constant recommenda-
tion and to use an average of the various measured
temperature dependences (as has been done for this
reaction in the latest NASA Data Panel recom-
mendation).57

It has been well-documented that real Arrhenius
curvature around and below room temperature exists

Table 1. Arrhenius Parameters Determined for the Reaction between OH and CH3CF3 (HFC-143a)a,b

technique
temperature range,

K
kHFC-143a(298) × 1015,

cm3 molecule-1 s-1
E/R,

K
A × 1012,

cm3 molecle-1 s-1

DF-LMR180 261-334 1.45 ( 0.027 2004 ( 46.6 1.21 ( 0.18
1.46 ( 0.028 2000 ( 46.9 1.20-0.17

+0.19

1.41 ( 0.021 2088 ( 37.4 1.56 ( 0.18
FP-LIF180 266-374 1.169 ( 0.0073 2010 ( 18.6 0.994 ( 0.066

1.172 ( 0.0074 2010 ( 18.5 0.991-0.063
+0.067

1.170 ( 0.0062 2009 ( 19.1 0.990 ( 0.065
relative CH4

168 298-403 1.27 ( 0.056 2000 ( 93.5 1.04 ( 0.3
1.28 ( 0.056 1998 ( 89.8 1.04-0.25

+0.32

relative CHF2CF3
168 298-383 1.25 ( 0.012 2070 ( 22.5 1.30 ( 0.084

1.245 ( 0.011 2070 ( 21.4 1.30-0.081
+0.087

FP-RF62 298-370 1.254 ( 0.030 1965 ( 57.3 0.92 ( 0.16
1.257 ( 0.031 1965 ( 58.7 0.915-0.149

+0.177

1.246 ( 0.0187 2012 ( 56 1.07 ( 0.19
a The results of the standard nonlinear fit using eq 55 with statistical weights wi ) 1/ki

2 are in bold; the results of a linear fit
using eq 56 are in italics; and the results of the standard nonlinear fit using the statistical standard errors of individual
measurements (σi) reported in the original papers for statistical weighting wi ) 1/σi

2 are shown as normal text. b Uncertainties
are one standard error from a corresponding fit to the published data.
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for the reactions of OH with many compounds. Such
low-temperature curvature has been observed for OH
reactions with unsaturated organics194 as well as with
carbonyl compounds.195-199 In such cases, the non-
linear Arrhenius dependence has been associated
with intermediate adduct formation.200 The curvature
can also be the result of the existence of different
reaction channels (abstraction of an H atom from
different sites),114,184 tunneling at lower temperatures,
or the existence of reactant conformers in a seemingly
symmetric molecule whose populations and reactivi-
ties differ with temperature. Such curvature can
make it appear that there is a significant disagree-
ment between two studies conducted over different
temperature ranges. This can be illustrated using the
database for the reaction between OH and CH3CHF2
(HFC-152a). Until recently, the most extensive stud-
ies of the temperature dependence of this reaction
appeared to be in significant disagreement. The
results of a relative rate investigation,168 conducted
at room temperature and above, yielded a tempera-
ture dependence considerably stronger than that
derived from an absolute rate study201 using data
obtained at room temperature and below. These
apparent differences have led to uncertainties in the
calculation of the tropospheric lifetime of HFC-152a.
A more recent study185 conducted over a broader
temperature range than the combined range of these
two earlier studies clearly demonstrated Arrhenius
curvature and agrees with these earlier results not
only in the rate constant values but also in the
temperature dependence derived over different tem-
perature regions. Thus, the new rate constant recom-
mendation for use in atmospheric studies has been
derived from a fit to the predominantly lower tem-
perature data. This fit, however, is not applicable for
use as a reference expression in normalizing relative
rate data obtained at room temperature and above.
As in the first case described, if care is not taken in
examining the complete database to understand the
source of possible differences, systematic biases can
be introduced into the recommendations made for use
in atmospheric lifetime estimations.

Fortunately, however, as discussed earlier for eq
17, the appropriate scaling temperature for estimat-
ing the lifetimes (associated with removal by tropo-
spheric OH) of most reactive trace gases is 272 K.
This temperature is sufficiently close to room tem-
perature so that the appropriate rate constant can
often be derived from a short extrapolation of data
obtained at room temperature and above without
introducing a large systematic bias. Nevertheless,
rate constants over the full range of atmospheric
temperatures are needed for the complete modeling
of a compound’s distribution throughout the atmo-
sphere, up to the top of the tropopause (which is the
important region for global warming effects) and in
the stratosphere (where halogen atoms can be re-
leased to participate in ozone-destroying reactions).

A number of semiempirical approaches have been
developed for predicting and estimating reaction rate
constants on the basis of molecule properties such
as bond dissociation energies, ionization energies,
infrared frequencies, and so forth (see ref 202). Two

methods in particular have utilized the available
evaluated data on OH reactivity in their develop-
ment. Atkinson203 has developed an empirical esti-
mation procedure that is based on the correlation
between the OH reactivity toward both saturated and
unsaturated compounds and their molecular struc-
ture. Its predictive accuracy of OH reaction rate
constants for both abstraction and addition reactions
is within a factor of 2 of the experimental values
in about 90% of the 485 tested organic com-
pounds.202 The technique is periodically tested and
updated.202,204,205 While giving reasonably reliable
estimates within the database used for its develop-
ment, the technique lacks assurance in its reliability
when extrapolated to organic compounds outside that
database. Unfortunately, the most common and seri-
ous disagreements between the estimated and mea-
sured OH reaction rate constants occur for partially
halogenated organic compounds, which often are of
particular environmental interest, as discussed ear-
lier. DeMore206 developed a similar procedure specif-
ically focused on estimating the rate constants of OH
reactions with partially halogenated alkanes using
multiplicative factors for various substituent groups.
This algorithm yields the rate constants within the
database used in its formulation to within a factor
of 1.35 and exhibited similar predictive accuracy for
several test reactions.165,206 Because this technique
was focused entirely on haloalkanes, the improved
predictive capability for this class of compounds is
not surprising.

Ab initio calculations of molecular parameters
combined with transition state theory have gained
wide use as “purely theoretical” methods of comput-
ing reaction rate constants. Present levels of comput-
ing allow very accurate ab initio calculations of the
structure of an individual molecule using reasonably
large basis sets, even in the case of multielectron
molecular systems containing halogen (Cl, Br) atoms.
Much less confidence, however, exists in the estima-
tion of the parameters of the reaction transition state
and of possible corrections for nonadiabatic pathways
(tunneling corrections). As a result, improvements in
and sophistication of calculations of the reaction
transition state and potential barrier do not neces-
sary yield more realistic results. There are unfortu-
nately no absolute criteria by which to judge the
improvement of quality of such estimations. At
higher temperatures, the calculated parameters of
the potential barrier and transition state can be
adjusted to fit to the available experimental data.
This model with adjusted parameters can then be
used to calculate the rate constants above the tem-
perature interval of the measurements with some
confidence. At the low temperatures of atmospheric
interest, the situation is more uncertain because of
tunneling corrections, which can be very important
for H abstraction reactions. Again, the correct shape
of the calculated potential barrier is of crucial im-
portance. Our calculations of the OH reaction rate
constant with halogenated methanes can illustrate
this point.207-209 Ab initio calculations for the reaction
between OH and CH2Br2 were performed at different
levels of theory using different methods for estimat-
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ing the tunneling correction. It was found that the
most computationally demanding method using the
largest basis set does not necessarily give the best
fit to the available data; the choice of the best
tunneling correction was also not obvious. Neverthe-
less, the empirically determined best calculational
approach did a reasonably good job in predicting the
rate constants for the OH reactions with other
halogenated methanes. Calculations of complex re-
acting systems at the highest levels of theory can be
as time and labor consuming as the experimental
study of the reaction itself yet give no assurance in
the accuracy of the calculated rate constant for an
unmeasured reaction. Thus, the ab initio-transition
state theory method requires high quality experi-
mental data for its further development. Neverthe-
less, it can be used for semiempirical extrapolation
of measured data toward higher temperatures and
to understand and possibly predict reaction path-
ways.

6. Summary
It is quite clear that the concept of an atmospheric

lifetime (with the appropriate caveats discussed
previously) has proved useful in considering the
environmental effects of a variety of naturally occur-
ring and anthropogenically produced chemicals. Ad-
vances in laboratory techniques have provided the
capabilities for determining reaction rate constants
of sufficient accuracy for use in estimating such
lifetimes via a variety of calculational techniques.
Nevertheless, potential pitfalls in both the laboratory
and modeling arenas require careful attention and
analysis to ensure that sound fundamental bases are
provided for future technology and policy decisions.
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Scholes, R. J.; Wallace, D. W. R. The Carbon Cycle and
Atmospheric Carbon Dioxide. Climate Change 2001: The Sci-
entific Basis; Contribution of Working Group I to the Third
Assessment Report of the Intergovernmental Panel on Climate
Change; Cambridge University Press: New York, 2001; Vol. 183.

(27) Ehalt, D. H.; Dorn, H. P.; Poppe, D. Proc. R. Soc. Edinburgh
1991, 97B, 17.

(28) Graedel, T. E. Chemical Compounds in the Atmosphere; Aca-
demic Press: New York, 1978.

(29) Donahue, N.; Prinn, R. J. Geophys. Res. 1990, 95, 18387.
(30) Brune, W. IGACtivities Newsletter 2000, 21, 1.
(31) (a) Stimpfle, R. M.; Anderson, J. G. Geophys. Res. Lett. 1988,

15, 1503. (b) Stimpfle, R. M.; Lapson, L. B.; Wennberg, P. O.;
Anderson, J. G. Geophys. Res. Lett. 1989, 16, 1433. (c) Stimpfle,
R. M.; Wennberg, P. O.; Lapson, L. B.; Anderson, J. G. Geophys.
Res. Lett. 1990, 17, 1905.

(32) (a) Carli, B.; Park, J. H. J. Geophys. Res. 1988, 93, 3851. (b)
Carli, B.; Carlotti, M.; Dinelli, B.; Mencaraglia, F.; Park, J. H.
J. Geophys. Res. 1989, 94, 11049.

(33) Jucks, K. W.; Johnson, D. G.; Chance, K. V.; Traub, W. A.;
Margitan, J. J.; Osterman, G. B.; Salawitch, R. J.; Sasano, Y.
Geophys. Res. Lett. 1998, 25, 3935.

(34) Pickett, H. M.; Peterson, D. B. J. Geophys. Res. 1993, 98, 20507.
(35) (a) Wennberg, P. O.; Stimpfle, R. M.; Weinstock, E. M.; Dessler,

A. E.; Lloyd, S. A.; Lapson, L. B.; Schwab, J. J.; Anderson, J. G.
Geophys. Res. Lett. 1990, 17, 1909. (b) Wennberg, P. O.; Cohen,
R. C.; Stimpfle, R. M.; Koplow, J. P.; Anderson, J. G.; Salawitch,
R. J.; Fahey, D. W.; Woodbridge, E. L.; Keim, E. R.; Gao, R. S.;
Webster, C. R.; May, R. D.; Toohey, D. W.; Avallone, L. M.;
Proffitt, M. H.; Loewenstein, M.; Podolske, J. R.; Chan, K. R.;
Wofsy, S. C. Science 1994, 266, 398. (c) Wennberg, P. O.; Hanisco,
T. F.; Cohen, R. F.; Stimpfle, R. M.; Lapson, L. B.; Anderson, J.
G. J. Atmos. Sci. 1995, 52, 3413.

(36) Chance, K. V.; Traub, W. A.; Johnson, D. G.; Jucks, K. W.;
Ciarpallini, P.; Stachnik, R. A.; Salawitch, R. J.; Michelsen, H.
A. J. Geophys. Res. 1996, 101, 9031.

(37) Pickett, H. M.; Peterson, D. B. J. Geophys. Res. 1996, 101, 16789.
(38) Dorn, H.-P.; Hofzumahaus, A. IGACtivities Newsletter 2000, 21,

1 and references therein.
(39) Frost, G. J.; Trainer, M.; Mauldin, R. L.; Eisele, F. L.; Prevot,

A. S. H.; Flocke, S. J.; Madronich, S.; Kok, G.; Schillawski, R.
D.; Baumgardner, D.; Clarke, A.; Bradshaw, J. J. Geophys. Res.
1999, 104, 16041.
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